Abstract—Médard, Finn, Barry and Gallager proposed an elegant recovery scheme (known as the MFBG scheme) using red/blue recovery trees for multicast path protection against single link or node failures. Xue, Chen and Thulasiraman extended the MFBG scheme and introduced the concept of quality of protection (QoP) as a metric for multifailure recovery capabilities of single failure recovery schemes. They also presented polynomial time algorithms to construct recovery trees with good QoP and quality of service (QoS). In this paper, we present faster algorithms for constructing recovery trees with good QoP and QoS performance. For QoP enhancement, our \( O(n + m) \) time algorithm has comparable performance with the previously best \( O(n^2(m + n)) \) time algorithm, where \( n \) and \( m \) denote the number of nodes and the number of links in the network, respectively. For cost reduction, our \( O(n + m) \) time algorithms have comparable performance with the previously best \( O(n^2(m + n)) \) time algorithms. For bottleneck bandwidth maximization, our \( O(m \log n) \) time algorithms improve the previously best \( O(n m) \) time algorithms. Simulation results show that our algorithms significantly outperform previously known algorithms in terms of running time, with comparable QoP or QoS performance.
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1. INTRODUCTION

Protection and restoration in high-speed networks are important issues that have been studied extensively [1], [9], [10], [16], [19], [20], [21]. They have important applications in both SONET and WDM networks [14], [15], [26]. Path protection and link protection schemes were proposed in [1], [19], [20], [21]. Protection cycles and self-healing rings were discussed in [6], [26]. The p-cycle protection scheme was proposed in [7]. Itai and Rodeh in [8] proposed to use multi-trees to achieve single link or single node failure restoration. For multicast protection and restoration, Médard et al. in [10], [11], [12], extended the multi-tree scheme by constructing a pair of redundant trees on arbitrary link-redundant or node-redundant networks. These schemes are applicable to IP, WDM, SONET and ATM networks to provide multicast protection and restoration in case of single link or node failure [14], [16], [20], [21], [22].

In [11], Médard, Finn, Barry and Gallager presented an elegant scheme (known as the MFBG scheme) to construct a pair of directed spanning trees from a common root node \( s \) in a way that the failure of any edge (or a node other than the root node) in the graph leaves each vertex still connected with the root node using at least one of the trees, provided that the network is edge-redundant (or vertex-redundant). They named one of the trees the red tree (denoted by \( T^R \)) and the other the blue tree (denoted by \( T^B \)). They showed that for any edge-redundant (or vertex-redundant) network, there exists a pair of red/blue trees which provides fast recovery from single link (node) failure. They also presented \( O(n^3) \) time algorithms for constructing such a pair of red/blue trees for any edge-redundant (or vertex-redundant) network, where \( n \) is the number of nodes in the network.

In [27], [28], Xue et al. introduced the concept of Quality of Protection (QoP) and Quality of Service (QoS) of red/blue trees. The QoP of a pair of red/blue trees \( T^R \) and \( T^B \) is defined as the maximum integer \( k \) such that there exists an instance of \( k \) simultaneous link failures that \( T^R \) and \( T^B \) can survive. Depending on different design goals, the pair of red/blue trees could be constructed to maximize the QoP, to minimize the total cost, or to maximize the bottleneck bandwidth. Xue et al. in [28] presented an \( O(n^2(m + n)) \) time heuristic for constructing a pair of red/blue trees with enhanced QoP, two \( O(n^2(m + n)) \) time heuristics for constructing a pair of red/blue trees with low total cost, and an \( O(n m) \) time algorithm for constructing a pair of red/blue trees with maximum bottleneck bandwidth, where \( n \) and \( m \) are the number of nodes and the number of links in the network, respectively.

In this paper, we present improved algorithms over those presented in [28]. For QoP enhancement, we present an \( O(m + n) \) time algorithm that exhibits performance comparable to that of the algorithm of [28]. For cost reduction, we consider the case where edges have equal costs, and present two \( O(m + n) \) time algorithms that exhibit performances comparable to those of the algorithms of [28]. For bottleneck bandwidth maximization, we present an \( O(m \log n) \) time algorithm, improving the \( O(m n) \) time algorithm of [28]. The algorithms presented in this paper excel both in terms of running time and in terms of QoP or QoS performance.
Compared with the algorithms of [11] (which do not consider QoP or QoS), our algorithms are faster and have better QoP or QoS performance. Compared with the algorithms of [28], our algorithms have similar QoP or QoS performance, while having much faster running times.

The rest of this paper is organized as follows. In Section 2, we present some preliminaries which will be used in later sections. In Sections 3-5, we present our algorithms for constructing a pair of red/blue trees with enhanced QoP, reduced cost, or maximum bottleneck bandwidth, respectively. In Section 6, we present computational results. We conclude this paper in Section 7.

2. Preliminaries

As in [11] and [28], we use an undirected graph to model the network. We use vertices and nodes interchangeably, as well as edges and links. We call a 2-edge connected graph edge-redundant, and call a 2-vertex connected graph vertex-redundant. We use \((u, v)\) to denote an undirected edge connecting nodes \(u\) and \(v\), and use \((u, v)\) to denote a directed edge from node \(u\) to node \(v\). Refer to [25] for other graph theoretic notations not defined here.

**Definition 2.1:** Let \(G(V, E, s)\) be an undirected graph with vertex set \(V\) and edge set \(E\), where \(s \in V\) is a distinguished root node. Let \(T^R\) and \(T^B\) be a pair of directed trees such that there is a directed path \(p^R_i\) in \(T^R\) from \(s\) to every vertex \(v \in V\) and a directed path \(p^B_i\) in \(T^B\) from \(s\) to every vertex \(v \in V\).

1. \(T^R\) and \(T^B\) form a pair of single-link failure recovery trees if for any chosen edge \((u, v) \in E\) and any \(w \in V\), \(p^R_w\) and \(p^B_w\) do not both use edge \((u, v)\).
2. \(T^R\) and \(T^B\) form a pair of single-node failure recovery trees if for any node \(v \in V \setminus \{s\}\), and any node \(w \in V \setminus \{s, v\}\), \(p^R_w\) and \(p^B_w\) do not both contain node \(v\).

We will use recovery trees (also known as red/blue trees) to denote either a pair of single-node failure recovery trees or a pair of single-link failure recovery trees when the exact meaning can be derived from the context.

We briefly illustrate the concept of recovery trees using Fig. 1. The sample network can be obtained by ignoring the directions of the edges in Fig. 1(a). Fig. 1(b) shows a pair of single-link failure recovery trees rooted at node 1, where the tree with solid links is \(T^B\) and the tree with dashed links is \(T^R\). Before any link failure, every node is reachable from the root node via either the red tree or the blue tree. Suppose link \((7, 8)\) fails. Then nodes 8, 9, 10, 11 are disconnected from the root node on \(T^B\), and nodes 7, 12, 13, 14 are disconnected from the root node on \(T^R\). However, nodes 8, 9, 10, 11 are still connected with the root node on \(T^R\) and nodes 7, 12, 13, 14 are still connected with the root node on \(T^B\). This pair of trees is not a pair of single-node failure recovery trees. When node 8 fails, nodes 9, 10, 11 are disconnected from the root node in both trees. The pair of trees in Fig. 1(c) is a pair of single-node failure recovery trees.

Xue et al. in [28] noticed that although a pair of single-link failure recovery trees only guarantees surviving against a single-link failure, it can also survive multiple link failures, provided that the failed links are isolated. For example, the pair of recovery trees in Fig. 1(b) can survive up to nine simultaneous link failures such as \((1, 2), (1, 4), (1, 5), (1, 6), (3, 8), (9, 10), (10, 11), (7, 12), (13, 14)\). However, the pair of recovery trees in Fig. 1(b) cannot survive ten or more simultaneous link failures. This led them to introduce the concept of quality of protection (QoP), formally defined in the following.

**Definition 2.2:** Let \(T^R\) and \(T^B\) be a pair of single-link failure recovery trees. The quality of protection (QoP) of \(T^R\) and \(T^B\) is defined as the maximum integer \(k\) such that there exists an instance of \(k\) simultaneous link failures that \(T^R\) and \(T^B\) can survive. The MaxQoP problem asks for a pair of single-link recovery trees with maximum QoP.

By this definition, the QoP of the pair of recovery trees in Fig. 1(b) is 9. Recovery trees with maximum QoP are sought when the design goal is to maximize the capability for multifailure recovery. Besides optimizing the QoP metric, we are also interested in optimizing QoS metrics such as cost and bottleneck bandwidth as discussed in the following.

If network resource usage is a major concern, we should seek a pair of recovery trees with minimum total cost, measured as the sum of the costs of the links used by the pair of trees [28]. We consider the case where all edges have equal cost. A pair of single-link (single-node) failure recovery trees is called a pair of min-cost single-link (single-node) failure recovery trees if it has the minimum total cost among all single-link (single-node) failure recovery trees with the same root. If a bandwidth requirement is specified, we should seek
a pair of recovery trees whose bottleneck bandwidth meets the requirement, where the bottleneck bandwidth of a pair of recovery trees is defined as the minimum edge bandwidth among the edges used by one of the trees. A pair of single-link (single-node) failure recovery trees is called a pair of maximum-bandwidth single-link (single-node) failure recovery trees if it has the maximum bottleneck bandwidth among all single-link (single-node) failure recovery trees with the same root.

In [28], Xue et al. presented polynomial time algorithms for constructing a pair of recovery trees with enhanced QoP, reduced cost, or maximum bandwidth. In this paper, we present faster algorithms for these problems. Our algorithms are based on the Depth First Search (DFS) technique [23], which is briefly described in the following as Algorithm 1. We assume that the graph $G$ has $n$ vertices and $m$ edges.

**Algorithm 1 DFS($G, v, u$)**

**Input:** The global arrays $D[\cdot]$ and $L[\cdot]$ are initialized to zero and the global variable $N$ is initialized to 1. The set of (directed) tree edges $T$ and the set of (directed) back edges $B$ are initialized to $\emptyset$.

**Output:** DFS tree $T$, back edges $B$, DFS number $D[\cdot]$ and lowpoint number $L[\cdot]$.

2. for each vertex $w$ adjacent from $v$ do
3. if $(D[w] = 0)$ $\{w$ is a desert of $v$\} then
4. $T := T \cup \{(v, w)\};$ DFS($G, w, v$);
5. $L[w] := \min(L[v], L[w]);$ parent$[w] := v$;
6. else if $(w \neq u)$ $\{w$ is an ancestor of $v$\} then
7. $B := B \cup \{(v, w)\};$ $L[v] := \min(L[v], D[w]);$
8. end if
9. end for

If $(u, v)$ is a directed edge in the DFS tree $T$, then $u$ is called a parent of $v$, and $v$ is called a child of $u$. Node $x$ is called an ancestor of node $y$ ($y$ is called a descendant of $x$) if there is a directed path from $x$ to $y$ in $T$. If $x$ is an ancestor of $y$ in $T$, we use $\pi(x, y)$ to denote the directed path from $x$ to $y$. In the description of the Algorithm 1, $v$ is the current vertex to be visited, $u$ is the parent of $v$ in the DFS tree if $v$ is not the root node $s$. The DFS number $D[\cdot]$ of $v$, denoted by $D[v]$, indicates the order that node $v$ is visited during the depth first search. A DFS tree assigns a unique direction to each edge in $G$ and classifies these directed edges into tree edges and back edges. Let $(u, v)$ be an undirected edge of $G$ such that $D[u] < D[v]$. If $(u, v) \in T$, we correspond the undirected edge $(u, v) = (v, u)$ to the directed tree edge $(u, v)$. Otherwise, we correspond the undirected edge $(u, v) = (v, u)$ to the back edge $(v, u)$. The lowpoint number of node $v$, denoted by $L[v]$, is the smaller of $D[v]$ and the smallest/lowest DFS number of a vertex $u$ that can be reached from $v$ by a sequence of zero or more tree edges followed by a back edge. The concepts of acceptable back edge and maximal back edge defined in the following play an important role in our construction of recovery trees.

**Definition 2.3:** Given a DFS tree $T$ of graph $G$, together with a pair of current red/blue trees $T^R$ and $T^B$ spanning a subset of the network nodes (including the root node $s$), a back edge $(u, w)$ of $T$ is called an acceptable back edge with respect to $T^R$ and $T^B$, if node $u$ is not on $T^R$ and $T^B$ while node $w$ is on both $T^R$ and $T^B$. We will use the term acceptable back edge if $T^R$ and $T^B$ can be implied from the context. An acceptable back edge $(u, w)$ is called a maximal back edge if it is impossible to reach a node on $T^R$ and $T^B$ from $u$ by a sequence of one or more tree edges followed by a back edge.

Intuitively, if $(u, w)$ is an acceptable back edge, then both $T^R$ and $T^B$ contain node $w$, but not node $u$. Let $v$ be the nearest ancestor of $u$(on the DFS tree $T$) that is on both $T^R$ and $T^B$, then the tree path from $v$ to $u$, concatenated with the back edge $(u, w)$ forms a path (or cycle, in case $v = w$) connecting nodes $v$ and $w$ via nodes not yet on $T^R$ and $T^B$. This enables us to construct a pair of recovery trees efficiently in Section 3. The concept of maximal back edge will be used in Section 4 to efficiently construct a pair of recovery trees with low cost.

Without loss of generality, we assume that $T$, $T^R$, and $T^B$ are all rooted at node $s$, and that nodes in $G$ are relabeled so that $D[v] = v$ for every node $v$. Fig. 1(a) shows a DFS tree $T$ of a graph $G$ whose edge set can be obtained by ignoring the directions of both the solid edges and the dashed edges in Fig. 1(a). The solid links represent tree edges and the dashed links represent back edges. Suppose we are at the stage when only the root node 1 is on the current red/blue trees. Then back edges (3, 1), (4, 1) and (5, 1) are the only acceptable back edges. Among these, (5, 1) is the only maximal back edge.

It is worth noting that the concepts of acceptable back edge and maximal back edge rely on the current $T^B$ and $T^R$ (under construction). It is possible for a back edge which is non-acceptable at a point in time to become acceptable later. For example, if node 3 had been added onto the current $T^B$ and $T^R$, then back edges (6, 3) and (8, 3) would become acceptable back edges, and (8, 3) would become a maximal back edge. If $(u, v)$ is a back edge, we say it is an outgoing back edge of node $u$, and an incoming back edge of node $v$. This concept extends to acceptable back edges and maximal back edges. All of our algorithms depend on the DFS tree $T$ rooted at node $s$. When we talk about ancestors or descendants of nodes, it is understood that they are with respect to the DFS tree $T$. We will use the voltage technique of [11]. For single-node failure recovery trees, each node $u$ is assigned a positive blue voltage $v^B(u) > 0$. The root node $s$ also has a red voltage $v^R(s) = 0$. For single-link failure recovery trees, each node $u$ is assigned a blue voltage $v^B(u)$ and a red voltage $v^R(u)$ such that $v^B(u) > v^R(u)$, with the root node $s$ having a zero red voltage, $v^R(s) = 0$. To speed up the computation, at each node $u$, we also maintain (using the variable $v_{max}(u)$) the maximum voltage that is smaller than $v^B(u)$.

### 3. Enhancing Quality of Protection

In this section, we present an $O(n + m)$ time algorithm for constructing a pair of single-link failure recovery trees with QoP performance comparable to the $O(n^2(n + m))$ time algorithm of [28]. In [28], Xue et al. noted that the
construction of red/blue trees is closely related to the ear decomposition of a graph [25]. An open ear of a graph $G$ is a maximal path whose internal vertices have degree 2 in $G$. A closed ear of a graph $G$ is a cycle $C$ such that all vertices of $C$ except one have degree 2 in $G$. An (open) ear decomposition of $G$ is a decomposition $P_0, \ldots, P_k$ such that $P_0$ is a cycle and $P_i$ for $i \geq 1$ is an open ear of $P_0 \cup \cdots \cup P_i$. A closed-ear decomposition of $G$ is a decomposition $P_0, \ldots, P_k$ such that $P_0$ is a cycle and $P_i$ for $i \geq 1$ is either an open ear or a closed ear of $P_0 \cup \cdots \cup P_i$. For example, for the sample network in Fig. 1(a) (ignoring edge directions), we have a closed-ear decomposition with 8 ears (where $P_0$ is a closed ear): $P_0 = (1, 2, 3, 1)$, $P_1 = (1, 4, 3)$, $P_2 = (1, 5, 4)$, $P_3 = (5, 6, 3)$, $P_4 = (6, 7, 8, 3)$, $P_5 = (5, 12, 7)$, $P_6 = (8, 9, 10, 8)$, $P_7 = (8, 11, 10)$, $P_8 = (12, 13, 14, 7)$.

Xue et al. [28] proved that the QoP of a pair of red/blue trees is the same as the number of ears in the corresponding closed-ear decomposition of the subgraph of $G$ induced by the pair of red/blue trees. Consequently, it is desirable to use more ears in the construction of the red/blue trees if QoP is our major concern.

We have two design goals here. First, we want to construct a pair of recovery trees efficiently. Second, we want to construct the pair of recovery trees using as many ears as possible. Following the discussion immediately after Definition 2.3, we construct the pair of recovery trees $T^R$ and $T^B$ by adding ears that correspond to acceptable back edges. There are two advantages to this approach. First, by finding ears starting from an acceptable back edge we can construct the pair of recovery trees in linear time, which is asymptotically optimal. Second, by adding an ear whenever we see an acceptable back edge, we can construct a pair of recovery trees using relatively more ears. Therefore the pair of recovery trees so constructed should have high QoP. Our algorithm is listed as Algorithm 2.

The algorithm starts with $T^R$ and $T^B$ initialized to contain the root node $s$ only. We make a node marked when it is visited to ensure linear time complexity. The algorithm uses a queue markedQ to hold marked nodes that are not processed. It uses a stack markedS to insert the marked nodes into markedQ in a desired order. Initially, only the root node $s$ is marked and inserted into the queue markedQ. With the exception of node $s$, all other nodes which are in markedQ are candidate nodes to be added to the current $T^R$ and $T^B$, but are not on the current $T^R$ and $T^B$ yet. There are two major steps in Algorithm 2. The first major step (Lines 7 through 11) is the marking step. Once we find that $(w, u)$ is a back edge and $w$ is not marked, we mark $w$ and all of its unmarked ancestors (Lines 8 through 10) and insert these nodes into markedQ in reverse order (Line 11). The second major step (Lines 13 through 20) is the adding step. Starting from an acceptable back edge $(u, w)$, where $u$ is the marked node that has just been deleted from markedQ, we add the ear formed by the tree path from $v$ to $u$, followed by the back edge $(u, w)$, where $v$ is the nearest ancestor of $u$ that is already on the current $T^R$ and $T^B$. The process continues until all nodes are added to $T^R$ and $T^B$.

We illustrate Algorithm 2 with the sample network (together with a DFS tree $T$) shown in Fig. 1(a). Node 1 is the root node. In Line 1, we construct the DFS tree $T$, which is shown in Fig. 1(a) where solid edges are tree edges and dashed edges are back edges. $T^R$, $T^B$, the queue markedQ and the stack markedS are both initialized to empty. In Line 2, we mark node 1 and insert it onto $T^R$ and $T^B$, as well as into markedQ. We assign voltages at node 1 such that $v^R(1) > v^B(1) = 0$. Also, we set $v_{\text{max}}(1) := 0$. In Line 4, we dequeue node $u = 1$ from markedQ. Next, in Line 5, we check each adjacent node $w$ of $u$ (in the order 2, 3, 4, 5). With $w = 2$, the condition in Line 6 is not true, nor is the condition in Line 12. So control returns to Line 5 with $w$ updated to 3. Since $(3, 1)$ is a back edge, the condition at Line 6 is true. The WHILE-loop in Lines 8 through 10 marks node 3, push 3 onto markedS, sets $w = 2$; then marks node 2, and push it onto markedS, sets $w = 1$; and exits the WHILE-loop (since 1 is already marked). Then in Line 11, nodes 2, 3 are popped.

```
Algorithm 2 EnhancedQoP($G, s$)
1: Compute DFS tree $T$ rooted at $s$. Relabel the nodes so that $D[v] = v$ for every node $v$. Initialize $T^R$ and $T^B$ to the empty tree. Initialize the queue markedQ and the stack markedS to empty.
2: Mark node $s$, insert it into markedQ and add it onto $T^R$ and $T^B$. Set the voltages $v^B(s)$ and $v^R(s)$ such that $v^B(s) > v^R(s) = 0$. Set $v_{\text{max}}(s) := 0$.
3: while (markedQ is NOT EMPTY) do
4:     Dequeue a node $u$ from markedQ.
5:     for (each adjacent node $w$ of $u$) do
6:         if ($(u, w)$ is a back edge) then
7:             // mark nodes from $w$ to its marked ancestor.
8:                 while ($w$ is not marked) do
9:                     Mark $w$. Push $w$ onto markedS.
10:                    $w := \text{parent}[w]$;
11:             end while
12:         end if
13:     end for
14:     end while
15:     // add an ear to $T^R$ and $T^B$.
16:     Let $v$ be $u$’s nearest ancestor (in $T$) that is on the current $T^B$ and $T^R$.
17:     if ($(v^R(v) > v^B(v))$) then
18:         $p_s := w$; $p_t := v$;
19:     else
20:         $p_s := v$; $p_t := w$;
21:     end if
22:     while $\pi(v, u)$ concatenated with $(u, w)$ forms a path or cycle (in case $v = w$) connecting $w$ and $v$. Let this path or cycle be $(p_s, x_1, \ldots, x_k, p_t)$. Add $p_s \to x_1 \to \cdots \to x_k \to T^B$. Add $p_t \to x_k \to \cdots \to x_1 \to T^R$. Assign voltages s.t. $v^R(p_s) > v^B(x_1) > v^R(x_1) > \cdots > v^B(x_k) > v^R(x_k) > v_{\text{max}}(p_s)$.
23:         Set $v_{\text{max}}(x_i) := v^R(x_i)$, $i = k, k - 1, \ldots, 1$.
24:         $v_{\text{max}}(p_s) := v^B(x_1)$.
25:     end while
26: end while
```
from \textit{markedS} and inserted into \textit{markedQ} in that order. Now control returns to Line 5 with \( w \) updated to 4. Since (4, 1) is a back edge, the condition at Line 6 is true. Node 4 is marked, pushed onto \textit{markedS}, popped from \textit{markedS}, and inserted into \textit{markedQ}. Now control returns to Line 5 with \( w \) updated to 5. Similarly, node 5 is marked and inserted into \textit{markedQ}. At this moment, the elements in \textit{markedQ} are 2, 3, 4, 5.

Next we dequeue node \( u = 2 \) in Line 4. We check each adjacent node \( w \) of \( u \) (in the order 1, 3). For each of the two values of \( w \), the conditions in Lines 6 and 12 are both false. So node \( u = 3 \) is dequeued from \textit{markedQ}.

We check each neighbor \( w \) (1, 2, 4, 6, 8) of \( u = 3 \). Since (3, 1) is an acceptable back edge, the condition in Line 12 is satisfied (with \( w = 1 \)). So we will add an ear to \( T_R \) and \( T_B \). To find \( u \)'s nearest ancestor on \( T_R \) and \( T_B \), we follow the parent pointers \( u = 3 \to 2 \to 1 \) to find that \( u \)'s nearest ancestor on \( T_R \) and \( T_B \) is node \( v = 1 \). Since the condition \((v_B(w) > v_B(v))\) is not true, we set \( p_x = v = 1 \) and \( p_y = w = 1 \). In Line 20, the links (1, 2) and (2, 3) are added to \( T_B \), the links (1, 3) and (3, 2) are added to \( T_R \). Now nodes 2 and 3 are also on \( T_R \) and \( T_B \). We assign the voltages for nodes 2 and 3 according to the rules of [11] such that \( v_R(1) > v_R(2) > v_B(2) > v_B(3) > v_R(3) > v_{max}(1) \). Now \( v_{max}(3) \) is set to \( v_R(3), \) \( v_{max}(2) \) is set to \( v_R(2), \) \( v_{max}(1) \) is updated to \( v_B(2), \) in that order. Now control returns to Line 5 with \( w \) updated to 2. None of the conditions at Lines 6 and 12 is true. So control returns to Line 5 with \( w \) updated to 4. Similarly, none of the conditions at Lines 6 and 12 is true. Now control returns to Line 5 with \( w \) updated to 6. Since (6, 3) is a back edge, the condition at Line 6 is true. Lines 8 through 11 mark node 6 and insert it into \textit{markedQ}. Similarly, for \( w = 8 \), nodes 8 and 7 are marked and inserted into \textit{markedQ} in the reverse order. At this point, the nodes in \textit{markedQ} are 4, 5, 6, 7, 8. Following this way, additional ears are added to \( T_B \) and \( T_R \) in the following order: (1, 4, 3), (1, 5, 4), (5, 6, 3), (6, 7, 8, 3), (5, 12, 7), (12, 13, 14, 7), (8, 9, 10, 8), (8, 11, 10). This leads to the pair of red/blue trees as shown in Fig. 1(b).

\textbf{Lemma 3.1:} After each execution of the statement of the WHILE-loop in Line 3 of Algorithm 2 (Line 4 through Line 22), the following hold true.
1) If a node \( u \) is marked, then all ancestors of \( u \) in \( T \) are also marked.
2) If a node \( u \) is on \( T_R \) and \( T_B \), then all ancestors of \( u \) in \( T \) are also on \( T_R \) and \( T_B \).

\textbf{If} \( G \) is 2-edge connected, then every node of \( G \) will be marked and added to \( T_R \) and \( T_B \) at the end of the algorithm. \textbf{Proof.} Initially, only the root node \( s \) is marked and is on \( T_B \) and \( T_R \). Therefore the two claims of the lemma are true. Every time a node is marked during the WHILE-loop, we also mark all of its unmarked ancestors (see Lines 6 through 10). Therefore the first claim of the lemma is true after the execution of Line 4–Line 22.

Every time some nodes are added to \( T_R \) and \( T_B \) during the process, we find either a path connecting two nodes \((w \text{ and } v)\) already on \( T_R \) and \( T_B \) via some nodes not yet on \( T_R \) and \( T_B \), or a cycle consisting of exactly one node \((w = v)\) already on \( T_R \) and \( T_B \) and some nodes not yet on \( T_R \) and \( T_B \). However, the path or cycle chosen by the algorithm consists of a tree path (which is \( \pi(v, u) \)) concatenated with an acceptable back edge (which is \( (u, v) \)). Before this path or cycle is added to \( T_R \) and \( T_B \), node \( v \) is already on \( T_R \) and \( T_B \). Therefore all ancestors of node \( v \) are already on \( T_R \) and \( T_B \). When this path or cycle is added to \( T_R \) and \( T_B \), we add all the nodes on the tree path \( \pi(v, u) \) (node that \( v \) is already on \( T_R \) and \( T_B \)). Let \( y \neq v \) be a node that is on the tree path \( \pi(v, u) \) and \( x \) be an ancestor of \( y \) in \( T \). If \( y \) is on \( \pi(v, u) \), then \( y \) is added to \( T_R \) and \( T_B \) together with \( x \). If \( y \) is not on \( \pi(v, u) \), then \( y \) is also an ancestor of \( v \), and therefore is already on \( T_R \) and \( T_B \) before this step. This proves that the second claim of the lemma holds true after each addition of a path or a cycle.

Finally, we prove that every node will be added to \( T_R \) and \( T_B \). We proved that every node will be marked. A node \( v \) is marked by our algorithm because it has an ancestor \( x \) which is already marked and a descendant \( y \) that has a back edge \((y, u)\) where \( u \) is already on \( T_B \) and \( T_R \) and is either \( x \) or an ancestor of \( x \). When node \( y \) is dequeued from \textit{markedQ}, \( y \) and all its ancestors that have not been added to \( T_R \) and \( T_B \) will be added to \( T_R \) and \( T_B \). This proves that every marked node will be added to \( T_R \) and \( T_B \).

\textbf{Theorem 3.1:} Assume that \( G \) is a 2-edge connected graph with \( n \) vertices and \( m \) edges. Algorithm 2 computes a pair of single-link failure recovery trees correctly. Furthermore, the worst-case running time of the algorithm is \( O(m + n) \).

\textbf{Proof.} It follows from Lemma 3.1 that when Algorithm 2 terminates, all nodes are added to \( T_R \) and \( T_B \). Each time a path/cycle is found, we grow \( T_R \) and \( T_B \) according to the voltage rules [11]. It follows from [11] that \( T_R \) and \( T_B \) form a pair of single-link failure recovery trees.

Line 1 of the algorithm constructs the DFS tree \( T \) and computes the corresponding information in \( O(m + n) \) time [23]. Line 2 requires \( O(1) \) time. In the rest of the proof, we will show that \( O(n + m) \) time is sufficient for all executions of Lines 3 through 15.

Each node will be marked exactly once, pushed onto the stack \textit{markedS}, popped off the stack and inserted into the queue \textit{markedQ}, and eventually dequeued from the queue. When a node \( u \) is dequeued from \textit{markedQ}, we examine all the edges adjacent with node \( u \). All these examinations (when \( u \) loops over all nodes in \( G \)) require a total execution time of \( O(n + m) \). When some nodes are marked in the inner WHILE-loop on Line 7, these nodes will be pushed onto the stack \textit{markedS} and then popped off the stack and inserted into
the queue markedQ. The time required for these operations is proportional to the number of nodes marked during this step. Therefore all these stack and queue operations combined require $O(n)$ time. When some marked nodes (in a path/cycle) are added to $T^R$ and $T^B$, the time required to find the nearest ancestor $v$ and the time required to assign the voltages to the nodes newly added to $T^R$ and $T^B$ is proportional to the number of nodes newly added to $T^R$ and $T^B$. Therefore the total time required for adding nodes to $T^R$ and $T^B$ and assigning voltages is $O(n)$. This proves that the time complexity of Algorithm 2 is $O(n + m)$. 

Notice that the $O(n + m)$ time complexity of Algorithm 2 improves that of the corresponding algorithm in [28] (which represents the current best algorithm for enhancing QoP) by a factor of $O(n^2)$, and improves that of the algorithm in [11] (which does not consider QoP) by a factor of $O(n^3/(n+m))$. In Section 6 we will see that, on all test cases conducted, Algorithm 2 runs significantly faster than other two aforementioned algorithms while exhibiting performance comparable to that of the corresponding algorithm in [28], confirming our theoretical analysis.

4. REDUCING COST

In [28], Xue et al. presented $O(n^2(m+n))$ time algorithms for constructing a pair of single-link/single-node failure recovery trees with low total cost. In this section, we focus on the case of the problem where the cost of the trees are measured by the number of edges used, and present two $O(n + m)$ time algorithms for constructing a pair of recovery trees with low total cost. The algorithm for constructing a pair of single-link failure recovery trees is listed as Algorithm 3. The algorithm for constructing a pair of single-node failure recovery trees is listed as Algorithm 4.

Algorithm 3 is similar to Algorithm 2 in the following sense. For each dequeued node $u$, if it has an incoming maximal back edge $(w, u)$, we add a path/cycle, which connects $w$’s nearest ancestor on the current recovery trees with node $u$, onto $T^B$ and $T^R$. Recall that in Algorithm 2 an outgoing acceptable back edge triggers such an operation.

Algorithm 3 and Algorithm 2 differ in the following important aspects. The goal of Algorithm 2 is to have more ears in the ear decomposition while the goal of Algorithm 3 is to have fewer ears in the ear decomposition. Therefore Algorithm 2 adds an ear whenever an acceptable back edge is encountered, while Algorithm 3 adds an ear only when a maximal back edge is encountered. To enhance QoP performance, Algorithm 2 uses a stack markedS to reverse the order of the nodes to be added into the queue markedQ. This heuristic is not used in Algorithm 3. Another difference is that in Algorithm 3, a node is marked if and only if it is on both $T^R$ and $T^B$. This is not the case for Algorithm 2.

In Line 6 of Algorithm 3, we need to check whether $(w, u)$ is a maximal back edge. This is not an $O(1)$ time operation. However, the total time required by all executions of Line 6 in the algorithm is $O(n + m)$. This can be accomplished in the following way. We can check whether $(w, u)$ is a back edge in $O(1)$ time. To check whether back edge $(w, u)$ is a maximal back edge, we need to check the lowpoint number of each child node of node $w$: $(w, u)$ is a maximal back edge if and only if for any child node $x$ of $w$, node $L[x]$ is not on $T^R$ and $T^B$ ($L[x]$ is not marked), where $L[x]$ is the lowpoint number of node $x$. This requires a time proportional to the degree of node $w$. Since the sum of node degrees in a graph is twice the number of edges in the graph, the total time required by all executions of Line 6 in the algorithm is $O(n + m)$.

Using the above analysis and an argument similar to the one used in the proof of Theorem 3.1, we can show that the running time of Algorithm 3 is $O(n + m)$. Since we are using maximal back edges to add ears, and a maximal back edge is also an acceptable back edge, we can use an argument similar to that used in the proof of Theorem 3.1 to prove the following theorem.

Theorem 4.1: Assume that $G$ is a 2-edge connected graph with $n$ vertices and $m$ edges. Algorithm 3 computes a pair of single-link failure recovery trees correctly. Furthermore, the worst-case running time of the algorithm is $O(m + n)$.

---

Algorithm 3 ReducedCostE($G, s$)

1: Compute DFS tree $T$ rooted at $s$. Relabel the nodes so that $D[v] = v$ for every node $v$. Initialize $T^R$ and $T^B$ to the empty tree. Initialize the queue markedQ to empty. Every node is unmarked and unvisited.
2: Mark node $s$, insert it into markedQ and add it onto $T^B$ and $T^R$. Set the voltages $v^B(s)$ and $v^R(s)$ such that $v^B(s) > v^R(s) = 0$. Set $v_{max}(s) := 0$.
3: while (markedQ is NOT EMPTY) do
4: Dequeue a node $u$ from markedQ.
5: for (each adjacent node $w$ of $u$) do
6: if ($(w$ is neither marked nor visited) and ($(w, u)$ is a maximal back edge)) then
7: \(/ add an ear to $T^R$ and $T^B$.
8: Let $v$ be the nearest ancestor (in $T$) of node $w$ on the current $T^B$ and $T^R$.
9: if ($(v^B(u) > v^B(v))$) then
10: $p_s := u; p_t := v$;
11: else
12: $p_s := v; p_t := u$;
13: end if
14: Assign voltages s.t. $v^B(p_s) > v^B(x_s) > v^B(x_1) > \cdots > v^B(x_k) > v^R(x_k) > v_{max}(p_s)$.
15: Set $v_{max}(x_i) := v^B(x_i), i = k, k - 1, \ldots, 1$; $v_{max}(p_s) := v^B(x_1)$.
16: else if (node $w$ is neither marked nor visited) then
17: Record $w$ as visited.
18: end if
19: end for
20: end while
Applying Algorithm 3 to the sample network shown in Fig. 1(a) (ignoring edge directions), we can construct the pair of red/blue trees $T_R$ and $T_B$ as shown in Fig. 1(c), where the ears added are $(1, 2, 3, 4, 5, 1), (3, 8, 7, 6, 5), (7, 12, 13, 14, 7)$, and $(8, 9, 10, 11, 8)$.

Computing a pair of single node failure recovery trees with low cost can also be accomplished in linear time. For this purpose, we need the concept tagged child of a node defined in the following.

**Definition 4.1:** A child node $v$ of a node $u$ is called the tagged child of $u$, denoted by $t(u)$, if for any other child $w$ of $u$, we have either $L[v] < L[w]$ or $L[w] = L[w]$ but $D(v) < D(w)$. We may simply say that $v$ is a tagged child, if the parent node $u$ can be implied from the context.

**Algorithm 4 ReducedCostV($G, s$)**

1. Compute DFS tree $T$ rooted at $s$. Relabel the nodes so that $D[v] = v$ for every node $v$. Sort the children of each node in nondecreasing order of lowpoint numbers. Initialize $T_R$ and $T_B$ to the empty tree. Initialize the queue markedQ to empty. Every node is unmarked.
2. Mark node $s$, push it onto markedQ, and add it onto $T_B$ and $T_R$. Set voltage $v^B(s) > 0$, set $v_{max}(s) := 0$.
3. while (markedQ is NOT EMPTY) do
4.    Dequeue a marked node $u$ from markedQ.
5.    for (each unmarked child node $w$ of $u$) do
6.        if $w$ is (not marked) do
7.            while ($w$ is not marked) do
8.                Let $t(w)$ be the tagged child of $w$;
9.                if $(L[t(w)] < L[u] or L[t(w)] = 1)$ then
10.                   Mark node $w$, insert $w$ into markedQ; $w := t(w)$;
11.                else
12.                    Mark node $w$, insert $w$ into markedQ;
13.                    if $(v^B(L[w]) > v^B(u))$ then
14.                        $p_s := L[w]$; $p_t := u$;
15.                    else
16.                        $p_s := u$; $p_t := L[w]$;
17.                    end if
18.                end if
19.            end while
20.        end while
21.    end for
22. end while

Notice that starting from a node $u$, we can go to a child node $v$ of $u$ and then follow some tree path concatenated with a back edge to reach an ancestor of $u$ if and only if $L[v] < u$. While we are searching for an ear starting from node $u$ along a tree path to a node $v$, we can check the lowpoint number of the tagged child $t(v)$ to see whether we can go further down the tree at $v$; we can go further down and only if $L[t(v)] < u$. The concept of tagged child enables us to design an efficient algorithm for constructing a pair of single-node failure recovery trees with low cost. Algorithm 4 is an $O(n+m)$ time algorithm for constructing a pair of single-node failure recovery trees with low cost.

Algorithm 4 is similar to Algorithm 3, but differs from it in the following aspect:

1) Algorithm 3 deals with link failure recovery, while Algorithm 4 deals with node failure recovery. In Algorithm 4, we do not allow adding a cycle onto the current $T_B$ and $T_R$ except the first ear.
2) Algorithm 3 checks incoming back edges (Line 6) to trigger a process of adding an ear onto the current $T_B$ and $T_R$ (Lines 7 through 16). Algorithm 4 checks tree edges (Line 5) to trigger such a process (Lines 6 through 21). The reason for the change is that we cannot guarantee the ear triggered by checking a back edge is a path. Following the tree edges, we can guarantee that the end nodes of each ear are different, except the first ear.
3) Algorithm 4 sorts the adjacency lists so that the child nodes with smaller lowpoint numbers appear to the front of the list (for child nodes with equal lowpoint numbers, we break ties using their DFS number). This ensures that the first child of a node is always its tagged child. In addition, this sorting (for all nodes in $G$) can be done in $O(n)$ time using bucket sort [5].

**Lemma 4.1:** During the execution of Algorithm 4, if a node $u$ is on $T_B$ and $T_R$, then all ancestors of $u$ in the DFS tree $T$ will also be on $T_B$ and $T_R$. \(\square\)

**Proof:** Initially, only the root node $s$ is on the recovery trees. Therefore this property is true. Every time new nodes are added to the recovery trees, we add a path or a cycle, where the path or cycle is formed by the tree path $\pi(u, w)$ contacted with a back edge from $w$ to $L[w]$. Therefore this property is kept true after each addition of a path or cycle. This proves the lemma. \(\square\)

**Theorem 4.2:** Assume that $G$ is a 2-vertex connected graph with $n$ nodes and $m$ edges. Then Algorithm 4 correctly constructs a pair of single-node failure recovery trees $T_B$ and $T_R$ in $O(n+m)$ time. \(\square\)

**Proof:** We will prove the correctness first. Since the graph is 2-vertex connected, the root node $s$ has exactly one child in the DFS tree $T$ [5]. The algorithm first finds a relatively long cycle to add the first ear to $T_B$ and $T_R$. The cycle is relatively long because we extend the tree path by following the tagged child as long as the lowpoint number of the tagged child is not bigger than the DFS number of the root node. This is the only cycle that will be added to $T_R$ and $T_B$ in the algorithm.

When node $u$ is dequeued from the queue markedQ in Line 4 of the algorithm, $u$ is already on $T_R$ and $T_B$. Let $w$ be any child of $u$. It follows from the property of DFS trees of 2-connected graphs [5] that $L[w] < D[w]$. Therefore we can find a tree path starting from $u$ to $w$ and continuously extending the path via the tagged child as long as the lowpoint number of the tagged child is smaller than $D[w]$ (ensuring that
we can reach an ancestor of node \( u \). Let this tree path be \( u \to w \to \cdots \to v \). This tree path, concatenated with the maximal back edge \((v, L[v])\), forms a path from node \( u \) to \( L[v] \) via nodes on the tree path from \( w \) to \( v \). From the way we extend the tree path, we know that \( L[v] < D[u] \). Therefore \( L[v] \) (the node whose DFS number is equal to \( L[v] \)) is an ancestor of \( u \), which (recall Lemma 4.1) implies that \( L[v] \) is also on \( T^B \) and \( T^R \). Using the voltage rules of [11], we can add the nodes on this path to \( T^B \) and \( T^R \). Since every child node of \( u \) can be added to \( T^B \) and \( T^R \) in this way, the algorithm will add every node onto \( T^B \) and \( T^R \). This proves the correctness of the algorithm.

Next we will prove the linear time complexity of the algorithm. Line 1 takes \( O(n + m) \) time to perform DFS [23] and to relabel the nodes so that \( D[v] = v \). It also takes an additional \( O(n) \) time to sort the children of each node (in nondecreasing lowpoint numbers) using bucket sort [5]. Line 2 takes \( O(1) \) time. In the following, we will prove that the total time required by Lines 3 through 23 is \( O(n) \).

We first notice that each node will be marked, inserted into the queue \( markedQ \), and then dequeued from the queue exactly once. Each time a marked node \( u \) is dequeued from \( markedQ \), we will add an ear (to \( T^R \) and \( T^B \)) corresponding to each unmarked child \( w \) of \( u \). The ear corresponding to the unmarked child \( w \) of \( u \) is constructed by following the tree edge corresponding to a tagged child as long as the lowpoint number of the tagged child is equal to 1 or smaller than \( D[u] \). Due to the pre-sorting in Line 1, the first child of each node is guaranteed to be a tagged child of that node. Therefore the time required to find an ear is proportional to the number of nodes in the ear that are not already on \( T^R \) and \( T^B \). While we are extending this ear, all the nodes on this ear will be marked and inserted into the queue \( markedQ \) (see Lines 10 and 12). The operations in Lines 13 through 19 also require time proportional to the number of nodes in the ear that are not already on \( T^R \) and \( T^B \). This proves that the time required to add an ear onto \( T^B \) and \( T^R \) is proportional to the number of nodes in the ear that are not already on \( T^R \) and \( T^B \). Since the final \( T^R \) and \( T^B \) each has exactly \( n \) nodes, the total time required by Lines 3 through 23 is \( O(n) \). This proves that the time complexity of Algorithm 4 is \( O(n + m) \).
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(a) DFS tree of a 2-vertex connected graph (b) red/blue trees by Reduced-CostV

Fig. 2. Sample 2-vertex connected network and corresponding red/blue trees

We illustrate Algorithm 4 with the sample network whose DFS tree is shown in Fig. 2(a). In Line 1, \( T^B \), \( T^R \), and the queue \( markedQ \) are all initialized to empty. We also sort the children of each node in nondecreasing order of their lowpoint numbers. In Line 2, the root node 1 is marked and inserted onto \( T^B \) and \( T^R \), as well as the queue \( markedQ \). We also assign voltages at node 1 such that \( v^B(s) > 0 \), and \( v_{max}(s) = 0 \). In Line 4, we dequeue node \( u = 1 \). Node \( u \) has only one child \( w = 2 \), which is unmarked. Since \( w \)'s tagged child \( t(w) = 3 \) has lowpoint number \( L[t(w)] = 1 \), the condition in Line 9 is true. Therefore we mark node \( w = 2 \), insert it into \( markedQ \), and update \( w \) so that \( w = t(w) = 3 \). Since \( w \)'s tagged child \( t(w) = 4 \) has lowpoint number \( L[t(w)] = 1 \), the condition in Line 9 is true. Therefore we mark node \( w = 3 \), insert it into \( markedQ \), and update \( w \) so that \( w = t(w) = 4 \). Similarly, node 4 is marked and inserted into \( markedQ \). Next control returns to Line 7 with \( w = 5 \). Since \( w \)'s tagged child \( t(w) = 6 \) has lowpoint number \( L[6] = 2 \), the condition in Line 9 is not true. Therefore we mark node 5, insert it into \( markedQ \), and find the ear 1 \( \to 2 \to 3 \to 4 \to 5 \to 1 \). We add the links \((1, 2), (2, 3), (3, 4) \) and \((4, 5) \) onto \( T^B \), and the links \((1, 5), (5, 4), (4, 3) \) and \((3, 2) \) onto \( T^R \). We assign the voltages for all nodes according to the rules of [11] such that \( v^B(1) > v^B(2) > v^B(3) > v^B(4) > v^B(5) > v_{max}(1) \). Now \( v_{max}(5) \) is set to \( v_{max}(1) \), \( v_{max}(4) \) is set to \( v^B(5) \), \( v_{max}(3) \) is updated to \( v^B(4) \), \( v_{max}(2) \) is set to \( v^B(3) \), and \( v_{max}(1) \) is updated to \( v^B(2) \), in that order. Here we finish the check of node 1. At this moment, the content of \( markedQ \) is 2, 3, 4, 5. Following the algorithm, we will add ears onto \( T^B \) and \( T^R \) in the following order: 2 \( \to 9 \to 8 \to 7 \to 6 \to 5 \), 7 \( \to 12 \to 5 \), 9 \( \to 10 \to 11 \to 8 \), 7 \( \to 14 \to 13 \to 12 \). This leads to the pair of red/blue trees \( T^R \) and \( T^B \) shown in Fig. 2(b).

Notice that the \( O(n + m) \) time complexities of Algorithms 3 and 4 improve those of the corresponding algorithms in [28] (which represents the current best algorithm for constructing a pair of red/blue trees with low total cost) by a factor of \( O(n^2) \). In Section 6 we will see that, on all test cases conducted, Algorithms 3 and 4 run significantly faster than their corresponding counterparts in [28] and in [11].

5. Maximizing Bottleneck Bandwidth

In [28], Xue et al. presented \( O(nm) \) time algorithms to construct a pair of single failure recovery trees with maximum bottleneck bandwidth. In this section, we present \( O(m \log n) \) time algorithms to construct a pair of single failure recovery trees with maximum bottleneck bandwidth. The key idea here is to find the maximum bottleneck bandwidth and then apply one of our linear time algorithms to construct the recovery trees of the subgraph obtained by removing the links whose bandwidths are smaller than the maximum bottleneck bandwidth. Therefore, it is worth noting that our \( O(m \log n) \) time algorithms can construct a pair recovery trees with maximum bottleneck bandwidth as well as enhanced QoP or QoS performance, which have not been addressed by previous works [11], [28].

An \( O(m \log n) \) time algorithm for constructing the maximum-bandwidth single-link recovery trees is presented as Algorithm 5. To simplify the description and analysis of the algorithm, we assume that no two edges have the same bandwidth. This does not result in loss of generality, as the IDs of edges can be used to distinguish the edges with equal bandwidth.
Theorem 5.1: Assume that \( G \) is a 2-edge connected graph with \( n \) nodes and \( m \) edges. Then Algorithm 5 correctly constructs a pair of single-link failure recovery trees with maximal bottleneck bandwidth as well as additional enhanced QoP or QoS performance in \( O(m \log n) \) time.

Proof. Lines 1 through 14 of the algorithm compute the maximum bottleneck bandwidth \( b_{\text{min}} \) such that the subgraph \( G' \) of \( G \) consisting of all edges with bandwidth values at least \( b_{\text{BN}} \) is 2-edge connected. In Line 15, we apply ReducedCostE or EnhancedQoP to compute a pair of single-link failure recovery trees in \( G' \). This proves the correctness of the algorithm.

Line 1 takes \( O(m \log m) = O(m \log n) \) time. Line 2 takes \( O(1) \) time. The WHILE-loop in Lines 3 through 14 performs \( O(\log n) \) iterations, where each iteration requires \( O(m) \) time [23]. Therefore the time complexity of Lines 1 through 14 is \( O(m \log n) \) time. Since Line 14 takes \( O(n + m) \) time, the total time complexity of Algorithm 5 is \( O(m \log n) \).

Let us illustrate Algorithm 5 with the sample network shown in Fig. 3(a), where the label of an edge indicates the bandwidth of that edge. First, the algorithm computes the maximum bottleneck bandwidth (for 2-edge connectivity) to be \( 6 \). In Line 15, we construct a 2-edge connected network with maximum bottleneck bandwidth \( 6 \). Next, we use algorithm ReducedCostE to find a pair of single-link failure recovery trees with low cost, based on the subgraph with links of bandwidths of \( 6 \) or more. The resulting \( T^B \) and \( T^R \) are shown in Fig. 3(b), where solid edges are for \( T^B \), and dashed edges are for \( T^R \).

Similarly, we can construct a pair of maximum bottleneck bandwidth single-node recovery trees in \( O(m \log n) \) time. The difference is that here we need to find the maximum bandwidth value \( B \) such that the subgraph of \( G \) induced by the edges with bandwidth at least \( B \) is 2-vertex connected. Algorithm 6 shows how to construct such a pair of recovery trees.

Algorithm 6 MaxBandV(\( G, s \))

1: Sort all edge bandwidth values in non-decreasing order.
2: Set \( b_L \) to the smallest bandwidth value of \( G \); Set \( b_U \) to 1 plus the maximum bandwidth value of \( G \); DONE := 0;
3: while (not DONE) do
4:  Let \( b_M \) be the median of all bandwidths smaller than \( b_U \), but not smaller than \( b_L \).
5:  Let \( G' \) be the subgraph of \( G \) obtained by removing all edges whose bandwidths are smaller than \( b_M \).
6: if (\( G' \) is 2-edge connected) then
7:  \( b_L := b_M \);
8: else
9:  \( b_U := b_M \);
10: end if
11: if (there is no edge whose bandwidth is smaller than \( b_U \) but not smaller than \( b_L \)) then
12:  DONE := 1; \( b_{\text{BN}} := b_L \);
13: end if
14: end while
15: Let \( G' \) be the subgraph of \( G \) containing only edges with bandwidths at least \( b_{\text{BN}} \); Apply ReducedCostE or EnhancedQoP on \( G' \) to construct a pair of single-link failure recovery trees.

Theorem 5.2: Assume that \( G \) is a 2-vertex graph with \( n \) nodes and \( m \) edges. Then Algorithm 6 correctly constructs a pair of single-node failure recovery trees with maximal bottleneck bandwidth as well as additional enhanced QoP or QoS performance in \( O(m \log n) \) time.
QoS performance in $O(m \log n)$ time.

For the sample network shown in Fig. 3(a), we find out that the maximum bottleneck bandwidth for 2-vertex connectivity is 3. Applying algorithm ReducedCostV, we find a pair of single-node failure recovery trees as shown in Fig. 3(c).

6. Numerical Results

In this section, we present numerical results to confirm our theoretical analysis of the algorithms. Our implementation was based on LEDA [13], a C++ class library. All tests were performed on a 1.0GHz Linux PC with 1G bytes of memory. We have implemented Algorithm 2 of this paper (denoted by QoP in this section), Algorithm 3 of this paper (denoted by CostE), and Algorithm 4 of this paper (denoted by CostV). We did not implement Algorithms 5 and 6 of this paper, as they have been proved to be optimal algorithms for the bottleneck bandwidth maximization problems. For purposes of comparison, we have also implemented the algorithm of [11] for single-link failure recovery (denoted by MFBG-E), the algorithm of [11] for single-node failure recovery (denoted by MFBG-V), the algorithm of [28] for enhancing QoP (denoted by XCT-QoP), the algorithm of [28] for low cost single-link failure recovery (denoted by XCT-CostE), and the algorithm of [28] for low cost single-node failure recovery (denoted by XCT-CostV). These algorithms are evaluated by the following performance metrics: (1) quality of protection and running time for single-link failure recovery trees, (2) total cost and running time for single-link failure recovery trees, and (3) total cost and running time for single-node failure recovery trees.

We used two kinds of test data for the evaluation. We first used the randomly generated graphs used in [28] to ensure fair comparison with the current best algorithms for enhancing quality of protection and reducing total cost [28]. These graphs have three different values of the number of nodes $n$: 50, 100 and 200. For each value of $n$, the graphs in [28] have two different numbers of edges $m$: $m = 3n$ and $m = n \log n$. This leads to the following six network sizes (given by $n \times m$): $50 \times 150, 50 \times 282, 100 \times 300, 100 \times 664, 200 \times 600, 200 \times 1529$. In [28], the authors randomly generated, for each of the six network sizes, 100 2-connected graphs. For our first comparison, we have used those 600 network topologies [28]. Fig. 4 shows the average over 100 runs for each of the performance metrics. Each of the six sub-figures in this figure contains six groups of bars where the first group of bars (with x-axis label 1) shows the average results for the 100 topologies with size $50 \times 150$, the second group of bars (with y-axis label 2) shows the average results for the 100 topologies with size $50 \times 282$, the third group of bars (with y-axis label 3) shows the average results for the 100 topologies with size $100 \times 300$, and so on.

Figs. 4(a) and 4(b) compare the QoP performances and running times of the algorithms MFBG-E, XCT-QoP and QoP on the randomly generated graphs. For better viewing, we normalized the QoP values of all algorithms by the corresponding values produced by XCT-QoP in Fig. 4(a). Similarly, we normalized the running times of all algorithms by the corresponding values produced by QoP in Fig. 4(b).

From Fig. 4(a), we observe that algorithm XCT-QoP has the best QoP performance for all six different network sizes. The QoP performances of algorithm QoP are around 90% of those of algorithm XCT-QoP. From Fig. 4(b), we observe that on these randomly generated graphs, algorithm QoP runs much faster than both XCT-QoP and MFBG-E.

Figs. 4(c) and 4(d) compare the total cost values and running times of the algorithms MFBG-E, XCT-CostE and CostE on these randomly generated graphs. We normalized the total cost values of all algorithms by the corresponding values produced by XCT-CostE, and normalized the running times of all algorithms by the corresponding values produced by CostE. From Fig. 4(c), we observe that algorithm XCT-CostE has the lowest total cost for all six different network sizes. The total costs of algorithm CostE are within 1% of those of algorithm XCT-CostE. From Fig. 4(d), we observe that algorithm QoP runs much faster than both XCT-CostE and MFBG-E. Figs. 4(e) and 4(f) compare the total cost values and running times of the algorithms MFBG-V, XCT-CostV and CostV on these randomly generated graphs. We have similar observations as in the case of Figs. 4(c) and 4(d). The results shown in Fig. 4 confirm that, for the test cases used in [28], the algorithms presented in this paper run much faster than the corresponding current best algorithms [28] while having performances comparable to those of the current best.

Next, we evaluate the algorithms on network topologies generated by BRITE, a well-known network topology generator [2]. BRITE provides several well-known models (including the Waxman model [24]) for generating reasonable network topologies. We adopted the Waxman model (with default parameters provided by BRITE) to generate random networks.

We first evaluate the algorithms with $n$ fixed at 100 and let $\frac{2m}{n}$ take the values 5, 6, 7, 8, 9, 10. For each of these six network sizes, we randomly generated 100 network topologies using BRITE. Fig. 5 shows the average over 100 runs for each of the performance metrics. Each of the six sub-figures in this figure contains six groups of bars where the first group of bars (with x-axis label 5) shows the average results for the 100 topologies with average node degree set to 5, the second group of bars (with x-axis label 6) shows the average results for the 100 topologies with average node degree set to 6, and so on.

As in the case of Fig. 4, we have shown the normalized QoP and total cost values, as well as the normalized running times. Here we observe that the results are very similar to those presented in Fig. 4: Algorithm QoP is significantly faster than MFBG-E and XCT-QoP, while having QoP performance comparable to that of XCT-QoP. Algorithm CostE is significantly faster than MFBG-E and XCT-CostE, while having average total cost comparable to that of XCT-CostE; Algorithm CostV is significantly faster than MFBG-V and XCT-CostV, while having average total cost comparable to that of XCT-CostV.

Finally, we evaluate the performances and running times of the algorithms on network topologies where the number of nodes $n$ takes on the following values: 100, 200, 300, 400, 500, 600. For each value of $n$, we randomly generated 100 network topologies using BRITE, with the av-
average node degree set to $2 \log n$ (Similar results were obtained with the average node degree set to 6, and hence are not shown here). Fig. 6 shows the average over 100 runs for each of the performance metrics.

Figs. 4(a) and 4(b) compare the QoP performances and running times of the algorithms MFBG-E, XCT-QoP and QoP on the network topologies used in [28].

Fig. 5. Performance and running time comparison of various algorithms on network topologies generated by BRITE with $n = 100$ and $2m/n \in [5, 10]$. Figs. 6(a) and 6(b) compare the QoP performances and running times of the algorithms MFBG-E, XCT-QoP and QoP on these randomly generated graphs. As in the cases of Figs. 4(a), 4(c), and 4(e), we have normalized the QoP and to-
tal cost values. Unlike in the cases of Figs. 4(b), 4(d), and 4(f), we did not normalize the running times in Figs. 6(b), 6(d), and 6(f). From Figs. 6(a) and 6(b), we observe that the QoP performance of algorithm QoP is around 90% of that of algorithm XCT-QoP, while our algorithm runs significantly faster than XCT-QoP. Similar observations can be obtained from Figs. 6(c) and 6(d) for low cost single-link failure recovery trees, and from Figs. 6(e) and 6(f) for low cost single-node failure recovery trees. In addition, we observe from Figs. 6(b), 6(d) and 6(e) that algorithms QoP, CostE and CostV all have running times almost linear in $n$, while their corresponding counterparts all have running times that grow much faster with $n$. This again confirms our theoretical analysis.

To study the scalability of the algorithms, we evaluated the algorithms on larger graphs generated by BRITE, with $n$ taking on additional values 1000, 1500, 2000, 2500, 3000, 3500, 4000. Fig. 7 shows the running times of various algorithms on these test cases. For better viewing, we used a cutoff point for the algorithms MFBG-E, MFBG-V, XCT-QoP, XCT-CostE, and XCT-CostV when their corresponding running times become 10 times the running times of the corresponding algorithms reported in this paper. From this figure, we can clearly observe that the algorithms presented in this paper are significantly faster than the corresponding algorithms presented in [28] and [11].

7. CONCLUSIONS

In this paper, we have presented faster algorithms for constructing a pair of single-link (single-node) failure recovery trees with enhanced quality of protection, reduced cost, or maximum bottleneck bandwidth. For enhancement of quality
of protection, our new algorithm has a linear time complexity and exhibits a performance comparable to that of the previously best $O(n^2(n + m))$ time algorithm. The same can be said for the reduction of cost. For bottleneck bandwidth maximization, our new algorithms improve the previously best in terms of worst-case running time, from $O(mn)$ to $O(m \log n)$. We wish to emphasize that the use of the concept of ear decomposition [25] combined with the concept of Depth First Tree [23] has made the design of these improved algorithms possible.

In the literature, many schemes for recovery from single failure have been proposed. Many of those schemes, although originally designed for guaranteed single failure recovery, can also provide recovery from multiple failures, provided that the failures satisfy certain patterns. We intend to extend the redundant tree approach to provide guaranteed recovery from multiple failures [3], [4], [17], [18]. Also, it would be of interest to apply the techniques presented in this paper to the domain of wireless networks.
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