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Abstract—Routing and wavelength assignment (RWA) aims to assign the limited number of wavelengths in a wavelength-division multiplexed (WDM) optical network so as to achieve greater capacity. In a recent paper [6], Datta et al. studied the problem of establishing a set of disjoint lightpaths on a tree topology using a single wavelength to maximize the total traffic supported by the chosen set of lightpaths. They discussed applications of this problem to RWA and presented a dynamic programming algorithm which optimally solves this problem in $O(n^2 + nD^3)$ time, where $n$ is the number of nodes in the network and $D$ is the maximum node degree. In this paper, we present an improved algorithm with a time complexity of $O(n^2 + nD^2).

Index Terms—WDM networks, wavelength assignment, maximum matching, graph algorithms.

I. INTRODUCTION

ALL-OPTICAL networks transmit information on a very high speed, broadband optical path [2], [10], [17]. One promising all-optical wide-area network architecture is the wavelength-division multiplexed (WDM) network with circuit-switching and wavelength routing [15], [16].

In WDM networks, the fiber bandwidth is partitioned into many wavelength channels, each of which can be utilized to carry independent data connections. Reference [2] introduced the concept of a lightpath, which is an all-optical connection that is wavelength-routed from source node to destination node; i.e., there is no electronic processing at intermediate nodes of the path. In the absence of all-optical wavelength conversion, the same wavelength must be used to carry the traffic on each link of the lightpath. In one-hop (also called single-hop) routing schemes, connections between nodes are established using a single lightpath (one-hop refers to a single virtual hop, not a single physical hop). Due to the wavelength continuity constraint, one-hop connections are often difficult to establish. Alternatively, multi-hop connections can be established, where the end-to-end connection is comprised of multiple lightpaths, and a different wavelength may be used for each of the lightpaths. Multi-hop connections, however, require electronic processing at some of the intermediate nodes, which potentially adds to the cost of the network.

The focus of this paper is an efficient algorithm for one-hop routing, without wavelength conversion, on a tree topology. This algorithm can be used as a foundation for more general routing and wavelength assignment, as was shown in [6], where the goal is to carry most of the traffic using one-hop connections while being efficient in the number of wavelengths utilized.

In a recent paper [6], Datta et al. studied the problem (to be called the OLET problem) of establishing a set of disjoint lightpaths on a tree topology using a single wavelength to maximize the total one-hop traffic demand that is supported by the chosen set of lightpaths. The authors presented a dynamic programming algorithm (called optimal tree algorithm) which optimally solves this problem in $O(n^2 + nD^3)$ time, where $n$ is the number of nodes in the network and $D$ is the maximum node degree. They then presented a heuristic algorithm for the RWA problem on a general graph, using the optimal tree algorithm as a subroutine. Specifically, the heuristic loops over the wavelengths of the network. For each wavelength, the wavelength plane is decomposed into many link-disjoint trees. The optimal tree algorithm is applied to the trees in non-decreasing size of the trees, establishing lightpaths to support one-hop traffic demands that have not yet been supported. They used simulation results to illustrate the advantages of this new heuristic algorithm over an existing heuristic algorithm [20] for the RWA problem.

In this paper, we study the OLET problem and present an $O(n^2 + nD^2)$ time algorithm, thereby improving the algorithm of [6] by a factor of $n$. Our improved algorithm is achieved by carefully reusing computed partial information, both in terms of reducing the time required for computing various bookkeeping information and in terms of solving a set of closely related maximum matching problems in asymptotically faster time than solving them independently, making use of the result of Cunningham and Marsh [5].

We wish to point out that Garg et al. also presented a

Manuscript received July 27, 2005; revised May 15, 2006. The research of G. Xue, W. Zhang, and J. Tang was supported in part by NSF grants ANI-0312635 and CCF-0431167. The research of K. Thulasiraman was supported in part by NSF grant ANI-0312635. G. Xue, W. Zhang, and J. Tang are with the Department of Computer Science and Engineering, Arizona State University, Tempe, AZ 85287-8809 (email: {xue, weiyi.zhang, jian.tang}@asu.edu).

K. Thulasiraman is Professor and Hitachi Chair in the School of Computer Science at the University of Oklahoma, Norman, OK 73019 (email: thulasir@ou.edu).

Digital Object Identifier 10.1109/JSAC-OCN.2006.04001.
method to solve a set of closely related maximum matching problems in asymptotically faster time than solving them independently [9], within the context of finding maximum integral flow on a tree network with unit edge capacities. It is interesting to note that finding maximum integral flow on a tree network with unit edge capacities is equivalent to a special case of the OLET problem which is studied in [6] and the current paper, where the traffic demand takes binary values rather than arbitrary nonnegative integer values. Related work can also be found in [3], [4], where Costa et al. generalized the result of [9] to the case where the edge capacities can be arbitrary positive integers, but under the restriction that the tree can be oriented into a rooted tree such that for each source-destination pair, there is a directed path from the source to the destination in this rooted tree. This problem is different from the OLET problem that we are studying.

The rest of this paper is organized as follows. In Section II, we present notations and definitions. In Section III, we present an $O(n^2 + nD^3)$ time algorithm. In Section IV, we discuss how to solve $|V| + 1$ related maximum matching problems in $O(|V|^3)$ time, which results in an $O(n^2 + nD^3)$ time implementation of the algorithm presented in Section III. We conclude the paper in Section V.

II. DEFINITIONS AND NOTATIONS

We will use $T$ to denote a tree network with $n$ nodes and $n - 1$ edges. For two nodes $u$ and $v$ in $T$, we will use $\pi(u, v)$ to denote the unique path in $T$ which connects $u$ and $v$. For a path $\pi$ in $T$, we will use $s(\pi)$ and $t(\pi)$ to denote the two end nodes of the path. We use nodes and vertices interchangeably, as well as links and edges.

We study the same problem defined by Datta et al. [6], i.e., establishing a set of link-disjoint lightpaths on a tree topology using a single wavelength to maximize the total one-hop traffic demand supported by the chosen set of lightpaths. Since the problem concentrates on one wavelength at a time, it can be clearly formulated as follows without the notion of WDM and wavelengths.

Definition 2.1: [Optimal Lightpath Establishment on Tree (OLET)] We are given a tree network $T = (V, E)$, where $V$ is the set of $n$ nodes and $E$ is the set of $n - 1$ links. Between each pair of nodes $u, v \in V$, there is a given symmetric traffic demand $w(u, v) = w(v, u) \geq 0$ (we assume $w(u, u) = 0$ by convention). For a path $\pi$ in $T$, the path gain of $\pi$, denoted by $g(\pi)$, is $g(\pi) = w(s(\pi), t(\pi))$. The OLET problem seeks a set of link-disjoint paths $\pi_1, \pi_2, \ldots, \pi_L$ in $T$ to maximize the total gain, i.e., we want to find a set of link-disjoint paths $\pi_1, \pi_2, \ldots, \pi_L$ in $T$ so that $\sum_{k=1}^{L} g(\pi_k)$ is maximized. We use $G(T)$ to denote this maximum value and call it the gain of tree $T$. Any set of link-disjoint paths in $T$ achieving a total gain of $G(T)$ is called an optimal set of link-disjoint paths in $T$.

We use the simple tree network shown in Figure 1(a) and the demand matrix shown in Table I to illustrate the concepts.

<table>
<thead>
<tr>
<th>$v_0$</th>
<th>$v_1$</th>
<th>$v_2$</th>
<th>$v_3$</th>
<th>$v_4$</th>
<th>$v_5$</th>
<th>$v_6$</th>
<th>$v_7$</th>
<th>$v_8$</th>
<th>$v_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7</td>
<td>17</td>
<td>21</td>
<td>7</td>
<td>1</td>
<td>25</td>
<td>10</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>31</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>25</td>
<td>22</td>
<td>25</td>
<td>37</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>13</td>
<td>17</td>
<td>6</td>
<td>13</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>1</td>
<td>13</td>
<td>0</td>
<td>10</td>
<td>17</td>
<td>1</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>6</td>
<td>17</td>
<td>10</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>25</td>
<td>8</td>
<td>25</td>
<td>6</td>
<td>17</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>22</td>
<td>13</td>
<td>1</td>
<td>9</td>
<td>10</td>
<td>0</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>25</td>
<td>15</td>
<td>13</td>
<td>21</td>
<td>9</td>
<td>13</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>31</td>
<td>37</td>
<td>1</td>
<td>8</td>
<td>19</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 1. (a) a tree network; (b) a set of link-disjoint paths; (c) an optimal set of link-disjoint paths.
The entries in Table I represent the units of traffic demand requested between each node pair (for example, the number of OC-1s), where it is assumed that one wavelength is sufficient to carry all of the traffic between any given node pair. The tree in Figure 1(a) has 10 nodes and 9 links. Figure 1(b) shows four link-disjoint paths \( \pi_1 = (v_0, v_5, v_6) \), \( \pi_2 = (v_2, v_4) \), \( \pi_3 = (v_3, v_7) \), \( \pi_4 = (v_6, v_3, v_1, v_2, v_5, v_9) \). The path gains of the four paths are \( g(\pi_1) = w(v_0, v_6) = 21 \), \( g(\pi_2) = w(v_2, v_4) = 1 \), \( g(\pi_3) = w(v_3, v_7) = 13 \), \( g(\pi_4) = w(v_6, v_9) = 1 \), respectively. Therefore the total gain of these four link-disjoint paths is 36. Figure 1(c) shows six link-disjoint paths achieving a total gain of 98.

Note that a path \( \pi \) is also a tree. However, \( g(\pi) \) (the path gain of \( \pi \), where \( \pi \) is viewed as a path) and \( G(\pi) \) (the gain of \( \pi \), where \( \pi \) is viewed as a tree) are different in general. For example, for \( \pi_4 = (v_6, v_3, v_1, v_2, v_5, v_9) \) in Figure 1(b), we have \( g(\pi_4) = w(v_6, v_9) = 1 \), but \( G(\pi_4) = w(v_6, v_2) + w(v_2, v_9) = 62 \).

Note that the concept of the gain of a tree \( T \) generalizes naturally to the gain of a forest \( F \), which is the maximum total gain achievable by a set of link-disjoint paths in \( F \). We will use this generalized concept to simplify notations.

Although the tree \( T \) is an undirected graph by definition, we can treat it as a rooted tree by selecting any of the tree nodes as the root of the tree. For example, the tree in Figure 1(a) can be viewed as having root at node \( v_1 \). There may be different ways to turn an undirected tree into a rooted tree. However, once the root node is chosen, the corresponding rooted tree can be uniquely identified. We point out that the choice of the rooted tree is an algorithmic technique, which does not affect the computed solution of the problem. Throughout this paper, we will assume that \( T \) is a rooted tree with root node \( r \). Every node \( u \) other than the root node has a unique parent node, denoted by \( p(u) \). Every non-leaf node \( u \) in \( T \) has \( K_u \geq 1 \) child nodes, denoted by \( w_1, w_2, \ldots, w_{K_u} \).

Definition 2.2: Let \( u \) be any node in \( T \). We use \( T(u) \) to denote the subtree rooted at node \( u \). \( T(u) \) defines another instance of the OLET problem. We use \( G(u) = G(T(u)) \) to denote the gain of \( T(u) \).

We use the tree network shown in Figure 1(a) with demand matrix shown in Table I to illustrate the concept of \( G(u) \). For each leaf node \( u \), we have \( G(u) = 0 \). Therefore we have \( G(v_4) = G(v_0) = G(v_8) = G(v_9) = G(v_b) = G(v_7) = 0 \). It is more involved to compute \( G(u) \) for a non-leaf node \( u \). To compute \( G(v_3) \), we note that \( T(v_3) \) is a tree with three nodes \( v_3, v_4, v_7 \), and two edges \( \{v_3, v_4\} \) and \( \{v_3, v_7\} \). For this subtree, we could either establish one path \( (v_6, v_3, v_7) \) with a gain of \( w(v_6, v_7) = 10 \), or two link-disjoint paths \( (v_3, v_6) \) and \( (v_3, v_7) \) with a total gain of \( w(v_3, v_6) + w(v_3, v_7) = 19 \). Therefore we conclude that \( G(v_3) = 19 \). To compute \( G(v_5) \), we note that we have the following four sets of link-
disjoint paths: \( \{(v_0, v_5, v_0), (v_5, v_9)\}, \{(v_0, v_5, v_0), (v_2, v_0)\}, \{(v_2, v_0, v_5), (v_2, v_3)\}, \{(v_2, v_0, v_5), (v_2, v_6)\} \), with the last set achieving the maximum total gain of \( G(v_5) = 41 \).

Definition 2.3: For any two nodes \( u, v \in T \), we use \( \pi(u, v) \) to denote the unique (undirected) path connecting \( u \) and \( v \). Let \( u \) be any node in \( T \) and \( \alpha \) be any node in \( T(u) \). We use \( T(u)/\pi(u, \alpha) \) to denote the forest obtained by removing all links on the path \( \pi(u, \alpha) \) from tree \( T(u) \). We use \( \mathcal{P}(u, \alpha) \) to denote the gain of \( T(u)/\pi(u, \alpha) \). It is clear that \( \mathcal{P}(u, u) = G(u) \). Let \( x \) be a child node of \( u \). We use \( T(u)/\pi(x) \) to denote the set of links that belong to \( T(u) \), but not \( T(x) \). Note that when \( \alpha \neq u \), \( \mathcal{P}(u, \alpha) + w(u, \alpha) \) is in fact the maximum gain achievable by a set of link-disjoint paths in \( T(u) \), subject to the condition that \( \pi(u, \alpha) \) is one of the link-disjoint paths.

Figure 2 illustrates the concepts defined in Definition 2.3, using the tree network shown in Figure 1(a) and the demand matrix in Table I. Suppose \( u = v_2 \) and \( \alpha = v_5 \), \( T(u)/\pi(u, \alpha) = T(v_2)/\pi(v_2, v_5) \) contains the links shown in Figure 2(a), i.e., all links in \( T(v_2) \), except those on the path \( \pi(v_2, v_5) \). Since \( G(v_5) = 41 \) and \( w(v_2, v_4) = 1 \), we observe that \( \mathcal{P}(v_2, v_5) = 42 \). Suppose \( u = v_2 \) and \( \alpha = v_8 \), \( T(u)/\pi(u, \alpha) = T(v_2)/\pi(v_2, v_8) \) contains the links shown in Figure 2(b), i.e., all links in \( T(v_2) \), except those on the path \( \pi(v_2, v_8) \). Since the maximum gain with the three links \( (v_2, v_4), (v_5, v_0) \) and \( (v_5, v_9) \) is 21 (using the link-
disjoint paths \((v_2, v_4), (v_5, v_0)\) and \((v_5, v_9)\), we observe that \(\mathcal{P}(v_2, v_8) = 21\). Suppose \(u = v_1\) and \(x = v_5\), \(T(u) / T(x) = T(v_1) / T(v_5)\) contains the links shown in Figure 2(c), i.e., all links on \(T(v_1)\), except those on \(T(v_5)\).

The notion of \(\mathcal{P}(u, \alpha)\) introduced in the above definition enables one to save and reuse computed information while performing the bottom-up algorithm of the next section. This leads to \(O(n^2 + nD^2)\) computation of the required information. In contrast, the algorithm of [6] requires \(O(n^3)\) time for this computation. We will revisit this point in Section III after the proof of Theorem 3.2.

III. AN \(O(n^2 + nD^3)\) TIME ALGORITHM FOR OLET

In this section, we present an improved algorithm for the OLET problem. The algorithm first performs a bottom-up computation of various information, including \(G(T)\), and stores the computed information at the nodes of the tree. It then performs a top-down computation to establish the optimal set of link-disjoint paths achieving the maximum gain. The bottom-up computation is carried out by Algorithm 1 (OLET-UP) while the top-down computation is carried out by Algorithm 2 (OLET-DOWN). For ease of understanding, nodes are colored either black or white within Algorithm 1. Similarly, links are colored either black or white within Algorithm 2.

The main idea behind Algorithm 1 is as follows. We compute the gain \(G(v)\) of the given tree \(T\) recursively by computing the gains of subtrees of \(T\). Suppose we wish to compute the gain of the subtree \(T(u)\) rooted at node \(u\). We first note that the set of link-disjoint paths that achieve the gain of \(T(u)\) must contain a set of paths that together include the links connecting \(u\) to its child nodes. These paths form a subtree \(T'\) of \(T(u)\). Removing the links of \(T'\) from \(T(u)\) will result in one or more subtrees of \(T(u)\) that form a forest \(T''\). The gain of \(T(u)\) is the sum of the gain of \(T'\) and the gain of \(T''\). As an example, for the tree rooted at \(v_1\) in Figure 1(c), \(T'\) is the subtree formed by the links \((v_1, v_2), (v_1, v_3)\) and \((v_3, v_6)\). So the gain of \(T'\) is \(w(v_2, v_8) = 25\). \(T''\) is the forest formed by the links \((v_3, v_7), (v_2, v_4), (v_2, v_9), (v_5, v_4), (v_5, v_9),\) and \((v_5, v_9)\). The gain of this forest is 73. So the gain of \(T(u)\) is 98. In Algorithm 1, the links of the maximum weighted matching found in Step 5 provide information on finding the tree \(T\). The information required to compute the gain of the forest is computed in Step 6.

We now proceed to give a step by step discussion of Algorithm 1.

Throughout the execution of Algorithm 1, a node \(v\) has color black if and only if the gain of \(T(v)\) has been computed. For each leaf node \(v \in T\), the gain of \(T(v)\) is set to \(G(v) := 0\), the gain of \(T(v) / T(v)\) is set to \(P(v, v) := 0\), because \(P(v, v)\) is equal to \(G(v)\). We mark each leaf node of \(T\) black and mark each non-leaf node of \(T\) white. These are accomplished in Step 1 of the algorithm.

If all tree nodes are marked black, we have computed the gain of \(T\) and Algorithm 1 stops. Otherwise, there must exist a white node \(u\) such that all of its child nodes are already marked black. For such a white node \(u\), we use \(K_u\) to denote its number of child nodes and use \(w_{u_1}, w_{u_2}, \ldots, w_{u_{K_u}}\) to denote its child nodes. These actions are carried out in Step 2 of the algorithm.

In Step 3 of the algorithm, for each child node \(w_k\) of \(u\), we compute the maximum total gain that can be achieved by a set of link-disjoint paths in \(T(w_k) \cup (u, w_k)\), and use \(m_{kk}\) to denote this value. Let \(k \in \{1, 2, \ldots, K_u\}\) be chosen. For each node \(\gamma \in T(w_k)\), we use \(\phi(u, \gamma)\) to denote the sum of the path gain of \(\pi(u, \gamma)\) and the gain of the forest \(T(w_k) / \pi(u, \gamma)\), i.e., \(\phi(u, \gamma) = g(\pi(u, \gamma)) + G(T(w_k) / \pi(u, \gamma)) = w(u, \gamma) + P(w_k, \gamma)\). Note that \(\phi(u, \gamma)\) is the maximum total gain that can be achieved by a set of link-disjoint paths in \(T(w_k) \cup (u, w_k)\), subject to the constraint that \(\pi(u, \gamma)\) is one of the link-disjoint paths.

Since we wish to maximize this gain, we have \(m_{kk} = \max\{\phi(u, \gamma) | \gamma \in T(w_k)\}\). We use \(\gamma(u, w_k)\) to denote a node in \(T(w_k)\) such that \(\phi(u, \gamma(u, w_k)) = m_{kk}\). The nodes \(\gamma(u, w_k), k = 1, \ldots, K_u\), will be used by Algorithm 2 to set up an optimal set of link-disjoint paths.

In Step 4 of the algorithm, for each pair of child nodes \(w_i\) and \(w_j\) of \(u\), we compute the maximum total gain that can be achieved by a set of link-disjoint paths in \(T(w_i) \cup (u, w_i) \cup (u, w_j) \cup T(w_j)\), under the constraint that the set of paths contains a path connecting a node in \(T(w_i)\) with a node in \(T(w_j)\), and use \(m_{ij}\) to denote this value. Let \(i\) and \(j\) be chosen such that \(1 \leq i < j \leq K_u\). For each pair of nodes \(\alpha\) and \(\beta\) such that \(\alpha \in T(w_i)\) and \(\beta \in T(w_j)\), we use \(\psi(\alpha, \beta)\) to denote the sum of the path gain of \(\pi(\alpha, \beta)\), the gain of the forest \(T(w_i) / \pi(\alpha, \beta)\), and the gain of the forest \(T(w_j) / \pi(\alpha, \beta)\), i.e., \(\psi(\alpha, \beta) = g(\pi(\alpha, \beta)) + G(T(w_i) / \pi(\alpha, \beta)) + G(T(w_j) / \pi(\alpha, \beta)) = w(\alpha, \beta) + P(w_i, \alpha) + P(w_j, \beta)\). Clearly, \(m_{ij} = \max\{\psi(\alpha, \beta) | \alpha \in T(w_i), \beta \in T(w_j)\}\). We use \(\alpha(w_i, w_j)\) and \(\beta(w_i, w_j)\) to denote a pair of nodes where \(\alpha(w_i, w_j) \in T(w_i)\) and \(\beta(w_i, w_j) \in T(w_j)\) such that \(\psi(\alpha(w_i, w_j), \beta(w_i, w_j)) = m_{ij}\). The nodes \(\alpha(w_i, w_j), \beta(w_i, w_j), 1 \leq i < j \leq K_u\), will be used by Algorithm 2 to set up an optimal set of link-disjoint paths.

In Step 5 of the algorithm, we compute the gain \(G(u)\) of tree \(T(u)\). In order to compute an optimal set of link-disjoint paths in \(T(u)\), we need to decide how each of the \(K_u\) links \((u, w_1), \ldots, (u, w_{K_u})\) are used by the link-disjoint paths. Note that a link \((u, w_i)\) can be used by one of the link-disjoint paths in one of the following three ways. (1) \((u, w_i)\) is used by a path \(\pi(u, \gamma(u, w_i))\) connecting nodes \(u\) and \(\gamma(u, w_i)\) in \(T(w_i)\); (2) \((u, w_i)\) is used together with another link \((u, w_j)\) \((i < j)\) by a path connecting nodes \(\alpha(w_j, w_i) \in T(w_j)\) and \(\beta(w_j, w_i) \in T(w_j)\); (3) \((u, w_i)\) is used together with another link \((u, w_j)\) \((i > j)\) by a path connecting nodes \(\alpha(w_j, w_i) \in T(w_j)\) and \(\beta(w_j, w_i) \in T(w_j)\). For this purpose, we solve a maximum weighted matching problem [7], [13] on a graph \(G_u\) with \(2K_u\) nodes and \(K_u(K_u - 1) / 2 + K_u\) links. To handle demand with zero value, we assume in this paper that the maximum weighted matching is one which not only has the maximum sum of edge weight, but also has the maximum number of edges among all matchings with the maximum sum of edge weight. This assumption does not lose any generality, as for each edge \(e\) in the graph, we can replace the edge weight \(w(e)\) by a 2-tuple \((w(e), 1)\) and use lexicographical order when comparing weights. The graph \(G_u\) can be constructed in the following way: First, build a complete graph on the vertices \(\{w_k | 1 \leq k \leq K_u\}\),
where the edge \((uv_i, uv_j)\) has weight \(w(u, uv_i, uv_j) = m_{ij}\) for \(1 \leq i < j \leq K_u\). Then for each \(k = 1, 2, \ldots, K_u\), add a vertex \(\bar{v}_k\) and an edge \((u, uv_k)\) with weight \(m_{kk}\). \(\mathcal{G}(u)\), the gain of \(T(u)\), is equal to the value of the maximum weighted matching of \(G_u\) so constructed. Once a maximum weighted matching \(M_u\) of \(G_u\) is computed, we do not only know the value of \(G(u)\), but also that there exists a set \(S_u\) of link-disjoint paths in \(T(u)\) whose total gain is \(G(u)\) and that (1) if edge \((uv_i, uv_j)\) in \(G_u\) is an edge in the matching \(M_u\), then the edge \((u, uv_i)\) in \(T(u)\) is used by path \(\pi(u, \gamma(u, uv_i))\) in \(S_u\); (2) if edge \((uv_i, uv_j)\) (with \(1 \leq i < j \leq K_u\)) in \(G_u\) is an edge in the matching \(M_u\), then edges \((u, uv_i)\) and \((u, uv_j)\) in \(T(u)\) are used together by path \(\pi(\alpha(u, uv_i), \beta(u, uv_j))\) in \(S_u\). In addition \(S_u\) may contain other paths in \(T(uv_k)\), \(1 \leq k \leq K_u\). These paths will be determined by Algorithm 2.

We use Figure 3 to illustrate the concepts used in Step 5. Figure 3(a) shows a white node \(u\) that has four black child nodes \(uv_1, uv_2, uv_3, uv_4\). Figure 3(b) shows the graph \(G_u\).

Suppose the computed maximum weighted matching \(M_u\) contains the three edges \(\{(uv_1, \bar{v}_1), (uv_3, \bar{v}_3), (uv_2, \bar{v}_2)\}\), as shown in thick dark edges in Figure 1(b). Then we know that \(G(u) = m_{11} + m_{33} + m_{24}\). Furthermore, we know that there exists an optimal set \(S_u\) of link-disjoint paths in \(T(u)\) such that \(S_u\) contains (1) the path \(\pi(u, \gamma(u, uv_1))\) (because \((uv_1, \bar{v}_1) \in M_u\); (2) the path \(\pi(u, \gamma(u, uv_3))\) (because \((uv_3, \bar{v}_3) \in M_u\); and (3) the path \(\pi(\alpha(uv_2, uv_4), \beta(uv_2, uv_4))\) (because \((uv_2, uv_4) \in M_u\); together with (a) an optimal set of link-disjoint paths in \(T(uv_1)/\pi(uv_1, \gamma(u, uv_1))\); (b) an optimal set of link-disjoint paths in \(T(uv_2)/\pi(uv_2, \alpha(uv_2, uv_4))\); (c) an optimal set of link-disjoint paths in \(T(uv_3)/\pi(uv_3, \gamma(u, uv_3))\); and (d) an optimal set of link-disjoint paths in \(T(uv_4)/\pi(uv_4, \beta(uv_2, uv_4))\). This is illustrated in Figure 3(c).

While computing \(m_{kk}\) in Step 3, we need the value of \(P(u, v, \gamma)\) for each \(\gamma \in T(uv_k)\) (we also need these values while computing \(m_{ij}\) for \(1 \leq i < j \leq K_u\) in Step 4). This means that if \(u\) is not the root node, then we need to calculate \(P(u, \alpha)\) for each \(\alpha \in T(u)\). We compute these values in Step 6. Recall that \(P(u, \alpha)\) is the gain of the forest \(T(u)/\pi(u, \alpha)\). Therefore \(w(u, \alpha) + P(u, \alpha)\) is in fact the maximum total gain achievable by a set of link-disjoint paths in \(T(u)\), subject to the constraint that \(\pi(u, \alpha)\) is one of the paths in the set. If \(\pi(u, \alpha)\) contains the node \(uv_k\), then in the set of link-disjoint paths that achieve the gain of \(T(u)/\pi(u, \alpha)\), there will be no path using the link \((u, uv_k)\), so this gain is equal to the weight of a maximum weighted matching \(M_{uv_k}\) of the graph \(G_{uv_k}\) obtained by deleting the nodes \(uv_k\) and \(\bar{v}_k\) from \(G_u\). This computation is given in line 4 of Step 6. This step involves computing \(K_u\) maximum weighted matchings and can be accomplished in \(O(K_u^2)\) time using the algorithms of [7], [13].

A complete execution of the algorithm on the example defined by the tree in Figure 1(a) and the demand matrix in Table I is illustrated in Appendix C. The computation leads to \(G(v_1) = 98\).

**Algorithm 1 OLET-UP\((T, r, w)\), Part I:**

**Step 1** for each leaf node \(v \in T\) do

\[ G(v) := 0; P(v, v) := 0; color(v) := \text{black}; \]

endfor

for each non-leaf node \(v \in T\) do

\[ color(v) := \text{white}; \]

endfor

**Step 2** if all tree nodes are marked black stop; Otherwise let \(u\) be a white tree node, with all child nodes already marked black. Let \(w_{uv_1}, w_{uv_2}, \ldots, w_{uv_{K_u}}\) be the \(K_u\) child nodes of node \(u\).

**Step 3** for \(k = 1, 2, \ldots, K_u\) do

for each node \(\gamma \in T(uv_k)\) do

\[ \phi(u, \gamma) := w(u, \gamma) + P(uv_k, \gamma); \]

endfor

\[ m_{kk} := \max\{\phi(u, \gamma) \mid \gamma \in T(uv_k)\}; \]

Let \(\gamma(u, uv_k) \in T(uv_k)\) be a node such that \(\phi(u, \gamma(u, uv_k)) = m_{kk}\).

endfor

**Step 4** for each pair of indices \(i, j \in \{1, 2, \ldots, K_u\}\) such that \(1 \leq i < j \leq K_u\) do

for each pair of \(\alpha \in T(uv_i)\) and \(\beta \in T(uv_j)\) do

\[ \psi(\alpha, \beta) := w(\alpha, \beta) + P(uv_i, \alpha) + P(uv_j, \beta); \]

endfor

\[ m_{ij} := \max\{\psi(\alpha, \beta) \mid \alpha \in T(uv_i), \beta \in T(uv_j)\}; \]

endfor

Let \(\alpha(uv_i, uv_j) \in T(uv_i)\) and \(\beta(uv_i, uv_j) \in T(uv_j)\) be two nodes such that

\[ \psi(\alpha(uv_i, uv_j), \beta(uv_i, uv_j)) = m_{ij}. \]

endfor
Algorithm 1 OLET-UP($T, r, w$), Part II:

Step 5

Construct an auxiliary undirected link weighted graph $G_u = (V_u, E_u, w_u)$, where the set of nodes is $V_u = \{ v_1, v_2, \ldots, v_{K_u}, \bar{v}_1, \bar{v}_2, \ldots, \bar{v}_{K_u} \}$. For each pair of indices $1 \leq i < j \leq K_u$, $E_u$ contains a link $(v_i, v_j)$ with weight $w_u(v_i, v_j) = m_{ij}$. For each index $1 \leq k \leq K_u$, $E_u$ also contains a link $(\bar{v}_i, \bar{v}_j)$ with weight $w_u(\bar{v}_i, \bar{v}_j) = m_{kk}$. Compute a maximum weighted matching $M_u$ of $G_u$.

Let $G_{u, uv}$ be the subgraph of $G_u$ with nodes $uv_k$ and $\bar{v}_k$ removed. Compute a maximum weighted matching $M_{u, uv_k}$ of $G_{u, uv_k}$.

\[ \text{for each node } \alpha \in T(uv_k) \text{ do } \mathcal{P}(u, \alpha) := \mathcal{P}(uv_k, \alpha) + w_u(M_{u, uv_k}); \text{ endfor} \]

Let $M_{u, uv_k}$ be the set of node pairs (stored at node $uv_k$) such that

a. $(uv_i, uv_j) \in M_{u, uv_k}$ if and only if $(v_i, v_j) \in M_u$;

b. $(u, uv_j) \in M_{u, uv_k}$ if and only if $(\bar{v}_j, v_j) \in M_u$.

endfor

$\text{color}(u) := \text{black};$ goto Step 2.

Proof. All facts are true when only the leaf nodes are colored black. We will prove that when a node $u$ is colored black during the execution of the algorithm, all three facts are preserved.

Fact 1 is preserved because the node $u$ chosen in Step 2 has all its child nodes marked black.

In order to compute the gain $G(u)$ of $T(u)$, we construct an auxiliary graph $G_u$ and compute a maximum weighted matching of $G_u$. Let $S_u$ be a set of link-disjoint paths in $T(u)$ that achieves the gain of $T(u)$. Each link $(u, v_h) \in T(u)$ can be used in one of the following two ways in $S_u$.

Case 1: $(u, v_h)$ is used, together with another link $(u, v_j)$ where $i < j$, on a path $\pi(\alpha, \beta) \in S_u$ with end nodes $\alpha \in T(v_h)$ and $\beta \in T(v_j)$.

Case 2: $(u, v_h)$ is used on a path $\pi(u, \gamma) \in S_u$ where $\gamma \in T(v_h)$.

We note that when case-1 happens, we can assume $\alpha = \alpha(u, v_h)$ and $\beta = \alpha(v_h, v_j)$, for otherwise, we can replace $\alpha$ by $\alpha(u, v_j)$ and $\beta$ by $\beta(v_h, v_j)$ without reducing the gain. Also, $m_{ij}$ computed in Step 4 is the summation of path gain of $\pi(\alpha(u, v_h), \beta(v_h, v_j))$ with the gain of $T(v_h)/\pi(u, \alpha(v_h, v_j))$ and the gain of $T(v_j)/\pi(\beta(v_h, v_j), \alpha(v_h, v_j))$. Similarly, when case-2 happens, we can assume $\gamma = \gamma(u, v_h)$. Also, $m_{ij}$ computed in Step 3 is the summation of the path gain of $\pi(u, \gamma(u, v_h))$ with the gain of $T(v_h)/\pi(u, \gamma(u, v_h))$. Therefore Fact 2 is preserved when node $u$ is colored black.

Now we prove the preservation of Fact 3. Note that we want to compute the gain of the forest $T(u)/\pi(u, \alpha)$ for some node $\alpha \in T(u)$. If $\alpha = u$, $\pi(u, \alpha)$ becomes the empty path, which implies $T(u)/\pi(u, \alpha) = T(u)$, a case handled by Fact 2. So we assume that $\alpha \neq u$. Therefore $\alpha \in T(uv_k)$ for some $k \in \{1, 2, \ldots, K_u\}$. In this case, the gain of $T(u)/\pi(u, \alpha)$ is the sum of the gain of $T(uv_k)/\pi(uv_k, \alpha)$ and the gain of $T(uv_k)/\pi(uv_k, \alpha)$. Note that the gain of $T(uv_k)/\pi(uv_k, \alpha) \leq \pi(uv_k, \alpha)$ has been previously computed (when $uv_k$ is marked black) and is stored in $\mathcal{P}(uv_k, \alpha)$. The gain of $T(uv_k)/\pi(uv_k, \alpha)$ is computed by a maximum weighted matching of the graph $G_{u, uv_k}$, using an argument similar to that used for the computation of the gain of $T(u)$. Therefore Fact 3 is also preserved when $u$ is marked black.

\[ \square \]

Theorem 3.2: Let $n$ be the number of nodes in $T$ and $D$ be the maximum node degree of $T$. Algorithm 1 has a worst-case running time of $O(n^2 + n^D)$.

Proof. Step 1 takes $O(n)$ time. Each execution of Step 2 takes $O(1)$ time, as we can keep the nodes with no white child nodes in a FIFO queue. This step is executed $O(n)$ times. Therefore the total time required by all executions of Step 2 is $O(n)$.

Each execution of Step 3 takes $O(n)$ time as we spend $O(1)$ time for each descendant $\gamma$ of node $u$ (node $\gamma$ loops over all nodes in $T(uv_k)$, $k$ loops over $\{1, 2, \ldots, K_u\}$). This step is executed $O(n)$ times. Therefore the total time required by all executions of Step 3 is $O(n^2)$.

In Step 4 associated with node $u$, we have to deal with $K_u$ subtrees $T(uv_k)$ for $k = 1, 2, \ldots, K_u$. For each pair of subtrees $T(uv_i)$ and $T(uv_j)$, we need to spend $O(1)$ time for each pair of nodes $\alpha \in T(uv_i)$ and $\beta \in T(uv_j)$. We will not try to bound the time required by each execution of Step 4.
Rather, we will bound the time required by all executions of Step 4. Note that the same pair of nodes \(\alpha\) and \(\beta\) will be encountered (where we compute \(\psi(\alpha, \beta)\)) in executions of Step 4 in which the smallest common ancestor of \(\alpha\) and \(\beta\) is \(u\). Since there are \(O(n^2)\) node pairs, all executions of Step 4 requires \(O(n^2)\) time. Therefore the total time required by Step 1–Step 4 is \(O(n^2)\).

In the rest of the proof, we will analyze the time required by all executions of Step 5 and Step 6. In Step 5 (at node \(u\)), we need to compute a maximum weighted matching of a graph with \(2K_u\) nodes and \(\frac{K_u(K_u+1)}{2}\) links. In Step 6 (at node \(u\)), we need to compute \(K_u\) maximum weighted matchings each for a graph with \(2K_u - 2\) nodes and \(\frac{K_u(K_u-1)}{2}\) links. So the time complexity of Step 5 is dominated by that of Step 6.

It is well-known that the maximum weighted matching for a graph with \(|V|\) nodes can be computed in \(O(|V|^3)\) time [7], [13]. Therefore the matching computations at node \(u\) requires \(O(K_u^3)\) time, which is bounded by \(O(K_u \times D^3)\) where \(D\) is the maximum node degree. Since \(\sum_{u \in \mathcal{P}} K_u \leq 2n\), the complete execution of Step 5 and Step 6 is bounded by \(O(nD^3)\). To summarize, we have shown that the worst-case running time of Algorithm 1 is \(O(n^2 + nD^3)\).

We wish to point out that Algorithm 1 follows the same principle as used in [6] (and in [9]), for solving a special case of OLET where each traffic demand is either 0 or 1. In the algorithm of [6], at each node \(u\), the entries \(m_{ij}\) for \(1 \leq i, j \leq K_u\) are computed afresh, in \(O(n^3)\) time. This leads to \(O(n^4)\) time computation when \(u\) loops over all nodes in the tree. In our algorithm, we save useful partial information \(\mathcal{P}(u, \alpha)\) for \(\alpha \in T(u)\) at node \(u\) whenever it is computed. This leads to \(O(n^2 + nD^3)\) time computation when \(u\) loops over all nodes in the tree, if Gabow’s maximum matching algorithm [7] is used. In Section IV, we will show that the time complexity can be improved to \(O(n^2 + nD^2)\), using the techniques of Cunningham and Marsh [5] for solving a set of related matching problems.

Once we finish the bottom-up computation, \(G(r)\) contains the gain of \(T\). However, an optimal set of link-disjoint paths achieving this gain is not available yet. Therefore we apply Algorithm 2 to compute an optimal set \(\mathcal{PATH}\) of link-disjoint paths in a top-down process. This time, instead of coloring the nodes, we color the links—a link is colored \(\text{black}\) only if a path using that link has been added to \(\mathcal{PATH}\).

In Step 1, we initialize \(\mathcal{PATH}\) to the empty set \(\emptyset\) and color all links to \(\text{white}\). In Step 2, we have a non-leaf node \(u\) such that all links on the path from \(u\) to the root are \(\text{black}\) and all the links in \(T(u)\) are \(\text{white}\). For each node pair \((u, uv_k) \in \mathcal{M}_u\) (which is equivalent to \((uv_k, w_k) \in \mathcal{M}_u\)), we add the path \(\pi(u, \gamma(u, uv_k))\) to \(\mathcal{PATH}\) and color all links on the path to \(\text{black}\). For each node pair \((uv_i, w_j) \in \mathcal{M}_u\) with \(i < j\) (which is equivalent to \((w_j, w_i) \in \mathcal{M}_u\)), we add the path \(\pi(\alpha(uv_i, w_j), \beta(w_i, w_j))\) to \(\mathcal{PATH}\) and color all links on the path to \(\text{black}\). Step 3 checks the stopping condition and decides whether to goto Step 2 or goto Step 4. When control reaches Step 4, we have a node \(u\) such that (1) all links on the path from \(u\) to the root of \(T\) are \(\text{black}\); (2) a link connecting \(u\) to one of its \(K_u\) children is \(\text{white}\); (3) a link connecting \(u\) to some other child of \(u\) is \(\text{black}\). We claim that there is exactly one \(\text{black}\) link connecting \(u\) to one of its child nodes at this time. We note that we have not performed Step 2 or Step 4 at node \(u\) yet. Therefore the only reason for a link \((u, uv)\) to be \(\text{black}\) is because we have added to \(\mathcal{PATH}\) a path using link \((u, uv)\) (and the link \((p(u), u)\)) while performing a Step 2 or a Step 4 at one of node \(u\)’s ancestors. Since link \((p(u), u)\) can only be used by one of the link-disjoint paths, no other child of \(u\) can be reached from the root of \(T\) by a path of \(\text{black}\) links at this time. Here we
add paths to $\mathcal{PAT H}$ in a similar manner as in Step 2, except that we use the matchings $\mathcal{M}_{u,uv_k}$ instead of the matching $\mathcal{M}_u$.

In the description of Algorithm 2, we have used a set $\mathcal{PAT H}$ to contain the optimal set of link-disjoint paths achieving the gain of tree $T$. Note that the paths are added to $\mathcal{PAT H}$ in Step 2 and Step 4 of the algorithm. In practice, at the time a path is added to $\mathcal{PAT H}$, one can establish the corresponding lightpath in the network.

A complete execution of the algorithm on the example defined by the tree in Figure 1(a) and the demand matrix in Table I is illustrated in Appendix . The computed optimal set link-disjoint paths to this example of OLET is illustrated in Figure 1(c).

**Theorem 3.3:** At the end of Algorithm 1, $G(r)$ is the gain of $T$, where $r$ is the root of $T$. Algorithm 2 correctly constructs a set $\mathcal{S}$ of link-disjoint paths in $T$ in $O(n)$ time.

**Proof:** It follows from Fact 2 of Theorem 3.1 that $G(r)$ is the gain of $T$. It follows from Fact 2 and Fact 3 of Theorem 3.1 that Algorithm 2 correctly constructs the set of link-disjoint paths $\mathcal{PAT H}$ which achieves the gain of $T$. Since Algorithm 2 traverses the tree $T$ and visits each tree link no more than twice, it takes $O(n)$ time to complete. 

**IV. An $O(n^2 + nD^2)$ Time Implementation**

In the previous section, we have shown that the running time of our algorithm is bounded by $O(n^2 + nD^3)$, where $n$ is the number of nodes in the tree network and $D$ is the maximum node degree. The term $nD^3$ is due to the fact that at each node $u$, we need to solve $K_u + 1$ maximum weighted matching problems. As we pointed out, this can be accomplished in $O(K_u^3)$ time by straightforward applications of the matching algorithms in [7], [13].

We note that for each $k = 1, 2, \ldots, K_u$, the graph $G_{u,uv_k}$ is obtained from the graph $G_u$ by deleting the nodes $uv_k$ and $\overline{uv}_k$. A natural question to ask is the following: Can we compute a maximum weighted matching of $G_{u,uv_k}$ in $O(K_u^3)$ additional time, after spending $O(K_u^3)$ time to compute a maximum weighted matching for $G_u$? The answer is YES due to work by Cunningham and Marsh [5].

In [5] Cunningham and Marsh proved the following:

**Lemma 4.1 ([5]):** Let $G = (V, E, \omega)$ be an edge weighted undirected graph, where $V$ is the set of vertices, $E$ is the set of edges, and $\omega(e)$ is the weight of edge $e$ for each $e \in E$. Let $U$ be any given subset of $V$. Let $\omega'(\cdot)$ be a new edge weighting function such that $\omega'(e) \neq \omega(e)$ implies that at least one end node of edge $e$ belongs to $U$. Assume that a maximum perfect matching for $G$ is already computed. Then a maximum perfect matching for $G' = (V, E, \omega')$ can be computed in $O(|V| \times |V|^2)$ additional time. 

In the following, we discuss how Lemma 4.1 can be used to improve the running time of Algorithm 1. Suppose that we are executing Step 5 and Step 6 of Algorithm 1 at a node $u$. Let $uv_1, uv_2, \ldots, uv_{K_u}$ be the child nodes of $u$ (see Figure 4(a) for the case of $K_u = 5$). The graph $G_u = G_u(V_u, E_u, \omega_u)$ is constructed with vertex set $V_u$, edge set $E_u$, and edge weighting function $\omega_u(\cdot)$, where $V_u$ contains $2K_u$ vertices $\{u, v_1, \ldots, v_{K_u}, u, v_1, \ldots, v_{K_u}\}$, $E_u$ contains edges in the form $(\overline{u,v_i}, u, v_j)$ with weight $m_{ij} = \phi(u, \gamma(u, v_i))$, and edges in the form $(u, v_i, v_j)$ with weight $m_{ij} = \psi(u(v_i, v_j), \beta(v_i, v_j))$ (see Figure 4(b) for the case of $K_u = 5$).

Let $G_{u}$ be the complete graph on $V_u$ obtained from $G_u$ by adding a zero-weight edge $(x, y)$ for any pair of vertices $x, y \in V_u$ such that $(x, y) \notin E_u$. It is obvious that $G_{u}$ contains a maximum perfect matching and that each maximum perfect matching of $G_{u}$ corresponds to a maximum weighted matching of $G_u$.

Let $k \in \{1, 2, \ldots, K_u\}$. We need to compute a maximum weighted matching for $G_{u,uv_k}$, where $G_{u,uv_k}$ is obtained from $G_u$ by deleting the vertices $uv_k$ and $\overline{uv}_k$. 

![Diagram](image-url)
Let $M$ be a very big number, e.g., $M = 1 + \sum_{1 \leq i < j \leq n} w(i,j)$. Let $\overline{G}_{u,v_k}$ be the graph obtained from $\overline{G}_u$ by modifying some of the edge weights in the following way: For each edge in the form $(v_k, u_j)$, change the weight from $m_{k,j}$ to $-M$ (see Figure 4(c) for the case of $K_u = 5$ and $k = 1$ where zero-weight edges are not shown).

Due to the choice of the constant $M$, no maximum perfect matching of $\overline{G}_{u,v_k}$ can contain any edge with weight $-M$. Therefore a maximum perfect matching of $\overline{G}_{u,v_k}$ corresponds to a maximum weighted matching of $\overline{G}_{u,v_k}$.

It follows from Lemma 4.1, a maximum perfect matching of $\overline{G}_{u,v_k}$ can be computed in $O(K_u^2)$ additional time, provided that a maximum perfect matching for $\overline{G}_u$ has been pre-computed. As a result, the maximum weighted matching of $G_u$, together with the maximum matchings for $G_{u,v_k}, k = 1, 2, \ldots, K_u$, can be computed using the algorithm of [5] in $O(K_u^2)$ time. Therefore we have proved the following.

**Corollary 4.1:** Algorithms OLET-UP and OLET-DOWN can be implemented in $O(n^2 + nD^2)$ time, if the Cunningham and Marsh algorithm is used to compute the maximum matching for $G_u$ and $G_{u,v_k}, k = 1, 2, \ldots, K_u$. □

**V. Conclusions**

In this paper, we have presented a faster algorithm for optimal lightpath establishment on a tree network. Let $n$ and $D$ be the number of nodes in the network and the maximum node degree, respectively. Our algorithm requires $O(n^2 + nD^2)$ time, improving the previous best $O(n^4 + nD^4)$ time algorithm [6] by a factor of $n$. The improved running time is achieved by making careful use of computed information, both in terms of partial path information and in terms of maximum weighted matchings of closely related graphs. As in the case of [6], our algorithm can be used as a subroutine in a heuristic for the general RWA problem. When used in such applications, our algorithm will establish exactly the same set of lightpaths as the algorithm of [6], but at a faster speed. The implementation of our algorithm is straightforward, keeping in mind that the maximum matchings of closely related graphs are computed using the method of Cunningham and Marsh [5], rather than using straightforward applications of the method of Gabow [7], [13]. Algorithm 1 can be carried out with the aid of an FIFO queue. Algorithm 2 can be carried out by a pre-order traversal of the tree $T$.
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**APPENDIX**

This appendix is provided as an aid to the readers to ease the understanding of Algorithm 1, using the example given in Section II. To save space, we ignore the values computed at the leaf nodes.

At node $v_5$ ($u = v_5, K_u = 3, w_1 = v_0, w_2 = v_5, w_3 = v_9$), we perform the following computations:

**Step 3:**
\[ \phi(v_5, v_0) = w(v_5, v_0) + \overline{P}(v_0, v_0) = 1 + 0 = 1; \]
\[ m_{v_1} = 1; \gamma(v_5, v_0) = v_0; \]
\[ \phi(v_5, v_8) = w(v_5, v_8) + \overline{P}(v_8, v_8) = 21 + 0 = 21; \]
\[ m_{v_2} = 21; \gamma(v_5, v_8) = v_8; \]
\[ \phi(v_5, v_9) = w(v_5, v_9) + \overline{P}(v_9, v_9) = 19 + 0 = 19; \]
\[ m_{v_3} = 19; \gamma(v_5, v_9) = v_9; \]

**Step 4:**
\[ \psi(v_0, v_8) = w(v_0, v_8) + \overline{P}(v_0, v_0) + \overline{P}(v_8, v_8) = 21 + 0 + 0 = 21; \]
\[ m_{v_2} = 21; \alpha(v_0, v_8) = v_0; \beta(v_0, v_8) = v_8; \]
\[ \psi(v_0, v_9) = w(v_0, v_9) + \overline{P}(v_0, v_9) + \overline{P}(v_9, v_9) = 1 + 0 + 0 = 1; \]
\[ m_{v_3} = 1; \alpha(v_0, v_9) = v_9; \beta(v_0, v_9) = v_9; \]
\[ \psi(v_8, v_9) = w(v_8, v_9) + \overline{P}(v_8, v_8) + \overline{P}(v_9, v_9) = 10 + 0 + 10 = 20; \]
\[ m_{v_3} = 10; \alpha(v_8, v_9) = v_9; \beta(v_8, v_9) = v_9; \]

**Step 5:** There is a unique maximum matching, with weight equal to $G(v_5) = \overline{P}(v_0, v_5) = w_{v_0}(M_{v_0}) = 41$. This matching leads to $M_{v_5} = \{(v_5, v_0), (v_5, v_8), (v_5, v_9)\}$.

**Step 6:**
For $k = 1$, we have $P(v_5, v_0) = P(v_0, v_0) + w_{v_0}(M_{v_0, v_0}) = 0 + 40 = 40$;
\[ M_{v_0, v_0} = \{(v_5, v_0), (v_5, v_8)\}. \]
For $k = 2$, we have $P(v_5, v_8) = P(v_8, v_8) + w_{v_8}(M_{v_5, v_8}) = 0 + 20 = 20$;
\[ M_{v_5, v_8} = \{(v_5, v_0), (v_5, v_8)\}. \]
For $k = 3$, we have $P(v_5, v_9) = P(v_9, v_9) + w_{v_9}(M_{v_5, v_9}) = 0 + 22 = 22$;
\[ M_{v_5, v_9} = \{(v_5, v_0), (v_5, v_9)\}. \]

At node $v_2$ ($u = v_2, K_u = 2, w_1 = v_4, w_2 = v_5, w_3 = v_9$), we perform the following computations:

**Step 3:**
\[ \phi(v_2, v_4) = w(v_2, v_4) + \overline{P}(v_4, v_4) = 1 + 0 = 1; \]
\[ m_{v_1} = 1; \gamma(v_2, v_4) = v_4; \]
\[ \phi(v_2, v_5) = w(v_2, v_5) + \overline{P}(v_5, v_5) = 6 + 41 = 47; \]
\[ \phi(v_2, v_0) = w(v_2, v_0) + \overline{P}(v_0, v_0) = 17 + 40 = 57; \]
\[ \phi(v_2, v_8) = w(v_2, v_8) + \overline{P}(v_8, v_8) = 25 + 20 = 45; \]
\[ \phi(v_2, v_9) = w(v_2, v_9) + \overline{P}(v_9, v_9) = 37 + 22 = 59; \]
\[ m_{v_2} = 59; \gamma(v_2, v_5) = v_5; \]

**Step 4:**
\[ \psi(v_4, v_3) = w(v_4, v_3) + \overline{P}(v_4, v_4) + \overline{P}(v_5, v_5) = 10 + 0 + 41 = 51; \]
\[ \psi(v_4, v_0) = w(v_4, v_0) + \overline{P}(v_4, v_4) + \overline{P}(v_5, v_0) = 7 + 0 + 40 = 47; \]
\[ \psi(v_4, v_8) = w(v_4, v_8) + \overline{P}(v_4, v_4) + \overline{P}(v_5, v_8) = 13 + 0 + 20 = 33; \]
\[ \psi(v_4, v_9) = w(v_4, v_9) + \overline{P}(v_4, v_4) + \overline{P}(v_5, v_9) = 8 + 0 + 22 = 30; \]
\[ m_{v_2} = 51; \alpha(v_4, v_3) = v_4; \beta(v_4, v_5) = v_5; \]

**Step 5:** There is a unique maximum matching, with weight equal to $G(v_2) = \overline{P}(v_2, v_2) = w_{v_2}(M_{v_2}) = 60$. It leads to $M_{v_2} = \{(v_2, v_4), (v_2, v_5)\}$.

**Step 6:** For $k = 1$, we have $P(v_2, v_4) = P(v_4, v_4) + w_{v_2}(M_{v_2, v_4}) = 0 + 59 = 59$;
At node $v_3$ ($u = v_3$, $K_u = 2$, $w_1 = v_6$, $w_2 = v_7$), we perform the following computations:

**Step 3:**
- $\phi(v_3, v_6) = w(v_3, v_6) + P(v_6, v_6) = 6 + 0 = 6$;
- $m_1^6 = 6; \gamma(v_3, v_6) = v_6$;
- $\phi(v_3, v_7) = w(v_3, v_7) + P(v_7, v_7) = 13 + 0 = 13$;
- $m_2^6 = 13; \gamma(v_3, v_7) = v_7$;

**Step 4:**
- $\psi(v_6, v_7) = w(v_6, v_7) + P(v_6, v_6) + P(v_7, v_7) = 10 + 0 + 0 = 10$;
- $m_1^7 = 10; \beta(v_6, v_7) = v_7$;

**Step 5:** There is a unique maximum matching, with weight equal to $G(v_3) = P(v_3, v_3) = w(v_3, W_{v_3}) = 19$. It leads to $\overline{M}_{v_3} = \{(v_3, v_6), (v_3, v_7]\}$.

**Step 6:**
For $k = 1$, we have $P(v_3, v_6) = P(v_6, v_6) + \overline{M}_{v_3, v_6} = 0 + 13 = 13$;
- $\overline{M}_{v_3, v_6} = \{(v_3, v_6), (v_3, v_7]\}$.
For $k = 2$, we have $P(v_3, v_7) = P(v_7, v_7) + \overline{M}_{v_3, v_7} = 0 + 6 = 6$;
- $\overline{M}_{v_3, v_7} = \{(v_3, v_6), (v_3, v_7]\}$.

At node $v_1$ ($u = v_1$, $K_u = 2$, $w_1 = v_2, w_2 = v_3$), we perform the following computations:

**Step 3:**
- $\phi(v_1, v_2) = w(v_1, v_2) + P(v_2, v_2) = 10 + 60 = 70$;
- $\phi(v_1, v_3) = w(v_1, v_3) + P(v_3, v_3) = 7 + 41 = 48$;
- $\phi(v_1, v_4) = w(v_1, v_4) + P(v_4, v_4) = 6 + 59 = 65$;
- $\phi(v_1, v_5) = w(v_1, v_5) + P(v_5, v_5) = 7 + 42 = 49$;
- $\phi(v_1, v_6) = w(v_1, v_6) + P(v_6, v_6) = 1 + 21 = 22$;
- $\phi(v_1, v_7) = w(v_1, v_7) + P(v_7, v_7) = 31 + 23 = 54$;
- $m_1^2 = 70; \gamma(v_1, v_2) = v_2$;
- $\phi(v_1, v_3) = w(v_1, v_3) + P(v_3, v_3) = 1 + 19 = 20$;
- $\phi(v_1, v_4) = w(v_1, v_4) + P(v_4, v_4) = 8 + 13 = 21$;
- $\phi(v_1, v_7) = w(v_1, v_7) + P(v_7, v_7) = 1 + 6 = 7$;
- $m_2^2 = 21; \gamma(v_1, v_3) = v_6$;

**Step 4:**
- $\psi(v_2, v_3) = w(v_2, v_3) + P(v_2, v_2) + P(v_3, v_3) = 4 + 60 + 19 = 83$;
- $\psi(v_2, v_6) = w(v_2, v_6) + P(v_2, v_2) + P(v_3, v_6) = 25 + 60 + 13 = 98$;
- $\psi(v_2, v_7) = w(v_2, v_7) + P(v_2, v_2) + P(v_3, v_7) = 22 + 60 + 6 = 88$;
- $\psi(v_0, v_3) = w(v_0, v_3) + P(v_2, v_0) + P(v_3, v_3) = 21 + 41 + 19 = 81$;
- $\psi(v_0, v_5) = w(v_0, v_5) + P(v_2, v_0) + P(v_3, v_5) = 25 + 41 + 13 = 79$;
- $\psi(v_0, v_7) = w(v_0, v_7) + P(v_2, v_0) + P(v_3, v_7) = 10 + 41 + 6 = 57$;
- $\psi(v_4, v_3) = w(v_4, v_3) + P(v_2, v_4) + P(v_3, v_3) = 13 + 59 + 19 = 91$;
- $\psi(v_4, v_6) = w(v_4, v_6) + P(v_2, v_4) + P(v_3, v_3) = 17 + 59 + 19 = 95$;
- $\psi(v_4, v_7) = w(v_4, v_7) + P(v_2, v_4) + P(v_3, v_7) = 1 + 59 + 13 = 85$.

At node $v_3$, we find that the link from $v_3$ to its child node $v_6$ is black (already used by a path). So we go to Step 4. We find that $\overline{M}_{v_3, v_9} = \{(v_5, v_3), (v_5, v_8)\}$. For the match $(v_5, v_9)$, we establish a path connecting $v_5$ and $\gamma(v_5, v_9)$ (which is $v_8$). For the match $(v_5, v_8)$, we establish a path connecting $v_5$ and $\gamma(v_5, v_8)$ (which is $v_9$). We color all the links on these two paths black. This results in $\mathcal{P}_{} = \{(v_2, v_6), (v_4, v_4), (v_2, v_7), (v_2, v_9), (v_5, v_9)\}$. Next we visit node $v_9$ in the tree.
find that $\mathcal{M}_{v_{3\to v_{6}}} = \{(v_{3}, v_{7})\}$. For the match $\gamma(v_{3}, v_{7})$, we establish a path connecting $v_{3}$ and $\gamma(v_{3}, v_{7})$ (which is $v_{7}$). We color all the links on this path black. This results in $\mathcal{P}_{\text{ATP}} = \{(v_{2}, v_{6}), (v_{2}, v_{4}), (v_{2}, v_{9}), (v_{5}, v_{9}), (v_{5}, v_{8}), (v_{3}, v_{7})\}$. These set of six link-disjoint paths has a gain of $98$.

The computed optimal solution to this example of OLET is illustrated in Figure 1(c).
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